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Abstract 

Background:  Much of the current literature on human decision making in the healthcare 

setting has documented clear evidence of bias and heuristic thinking in the process of making a 

diagnostic or prognostic assessment.  The evidence suggests that such unrecognized practice 

errors occur in as much as 15% of all cases (Berner & Graber, 2008).  It also suggests that the 

severity of such errors tends to be high, affecting the patient’s long-term outcomes (Graber, 

Franklin, & Gordon, 2005).  A leading topic in the healthcare industry, and in clinical practice 

management, is around the development and use of machine-learning tools to provide additional 

guidance to the practicing clinician as a means to improve quality and reduce costs.  In addition, 

while there has been a great deal of research-based use of these tools over the last few decades, 

there has been almost no study of their usage in direct clinical practice and very little research in 

their efficacy in actual practice. 

Purpose: The purpose of this study is to examine the efficacy of such an innovative 

machine-learning technology, the Artificial Neural Network (ANN), and to ascertain its value to 

clinical practice as a diagnostic or prognostic assessment device.  ANNs are often employed as 

classifiers that can determine likely relationships amongst input parameters and generate 

expected classifications.  In a healthcare practice, this would mean providing a clinician with an 

expected diagnosis or prognosis based on case-specific data given to a trained ANN, and 

integrating that ANN tool into the clinical workflow.  This study attempts to address the gap 

between ANN use in research versus practice by demonstrating that if the efficacy of the ANN 

tool is substantiated in the research literature then its application to management practice in the 

clinical setting is justified.  In order to accomplish that, this study was set to determine two 

aspects of ANN use where they are readily found – in the research literature.  A systematic 
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review of the literature on ANN applications in healthcare was done in order to answer two 

research questions:    

 RQ1: When ANN models have been used in healthcare studies, were they applied 

effectively as a high precision diagnostic or prognostic tool? 

 RQ2: Of those ANN studies analyzed, under what conditions and/or what applications 

have they tended to perform with greater effectiveness (and, conversely, where have they 

not done so)? 

Methodology: A literature search was done for recent healthcare studies that used ANNs 

as their primary focus, resulting in an initial selection of 364 studies from three separate search 

groups.  After reviewing the candidate selections, eliminating duplicates, and using a Weight of 

Evidence assessment, the selection set was reduced to 74.  Of those, each was examined as to the 

efficacy and performance of the ANN, as well as its design, context, and clinical application, 

with the results tabulated to address the two research questions above.  The findings of this study 

indicated that there is strong support for ANN efficacy in research (RQ1), and there is reasonably 

suggestive value for their application to clinical practice in the area of cancer diagnosis (and 

even more specifically, in breast cancer diagnosis). 

Limitations: The limitations of this study include that there were an insufficient number 

of studies to offer a stronger response to RQ2.  This study also limited its review to only ANN 

machine-learning tools and not alternative Bayesian applications of that technology.  As well, 

from the review of the extant literature on implementing innovative technologies in healthcare, it 

was found that financial assessments are exceedingly difficult, especially those technologies 

which do not lend themselves to a return-on-investment analysis (e.g., their application is not 

service-based, like an MRI, a diagnostic laboratory test, or a new medication).  Finally, this study 
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did not examine the implementation concerns for ANN technologies, such as resistance to 

change, although some of those were briefly discussed. 

Conclusions/Implications: ANN technology has been used extensively in clinical 

research studies but has rarely been engaged in healthcare practice.  This study provided some 

measure of support for their use as a clinical consultant for practitioners as a means to reduce 

error and improve assessment quality.  A model of practice implementation for ANNs, the Data 

Refinery using an ANN with a Nudge (DRAWN), based upon prior work by Gant, Rodway, and 

Wyatt (2001), was proposed to help guide the clinical manager in integrating ANNs into clinical 

workflows.  This model, treated as a disruptive innovation, could be used in pilot implementation 

projects as a means of solidifying the value of ANNs to practitioners, which may assist in 

furthering and expanding ANNs’ use in practice.  In addition, it was suggested that this model is 

adaptable to alternative machine-learning technologies, and even to applications outside of the 

healthcare field itself. 

Keywords: artificial intelligence, artificial neural networks, clinical practice, decision-

making, healthcare, healthcare management, quality improvement 
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Chapter 1 – Introduction 

Virginia “Ginni” Rometty, President and CEO of IBM, on principles for introducing 

artificial intelligence technology into healthcare: “The first one is its purpose, to make no 

mistake that what we are doing is building technology to augment human intelligence, 

not to replace it, to augment what man does.  This is not man versus machine, this is man 

and machine.” (Rometty, 2017). 

Background 

It is clear from the title that the research done in this paper involves artificial neural 

networks (ANNs), a topic not common to management study, as will be noted in the literature 

review.  A technology based upon artificially intelligent design, ANNs are machine-learning 

tools that can assist in decision making.  Lee (2017, para. 6) in the NY Times gave a great 

description for how such AI tools can be applied in any domain of practice: 

What is artificial intelligence today? Roughly speaking, it’s technology that takes in huge 

amounts of information from a specific domain (say, loan repayment histories) and uses it 

to make a decision in a specific case (whether to give an individual a loan) in the service 

of a specified goal (maximizing profits for the lender). Think of a spreadsheet on steroids, 

trained on big data. These tools can outperform human beings at a given task. 

Of significance here is that AI tools have rapidly become part of the news and science lexicons, 

but as with most relatively new technologies, knowledge of its use and its implications have not 

followed.  Thus, as the introductory quote to this paper was meant to illustrate, there is still a 

great deal of suspicion and concern over those implications.  In this study, we examine the use of 

a particular AI tool in the context of healthcare research in order to ascertain its performance in 

that research setting, and we do this as a means to justify its use in actual healthcare practice, 
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where such use has been lacking.  It is suspected that, using an evidence-based examination 

(systematic review), and the proposition of an operational model of implementation, clinical 

healthcare managers might come to see their value to practice in a way not previously 

recognized.  

The Purpose of this Research 

The purpose of this dissertation is to examine the application of ANN classification tools, 

which have been extensively used in healthcare research studies, in order to determine their 

potential value as a mechanism to assist a care provider in making a diagnostic or prognostic 

assessment as part of their clinical practice.  In this study, the ANN is examined as a tool that can 

be used to establish correlative relationships between clinical observations (independent 

variables) and outcomes (dependent variables), replicating a similar effort by the clinical 

practitioner, and thus providing a consultative guide as a means to improve the clinician’s 

decision making.  This paper also proposes a new model of clinical practice that employs the 

ANN to augment the clinician’s decision process.  However, that model hinges on the evidenced 

efficacy of ANN tools as appropriate to practice.  Therefore, the primary research focus of this 

paper is to examine the use of ANN tools to provide classification of diagnostic and prognostic 

determinants as reported in the research literature and, using a systematic review, to assess 

ANN’s overall success as reported across a decade of studies.  This analysis should make an 

ANN’s value clear when used as an innovative technology in a variety of clinical applications, 

and how can improve the quality of medical care.
1
 

                                                      
1
The phrase clinical application is used to mean the medical problem or malady for 

which the healthcare provider would need to make a clinical decision related to diagnosis or 

prognosis. 
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The Management Problem 

While a detailed review of the extant literature on clinical decision making in practice 

will be reviewed in Chapters 2 and 3, the literature highlights the problems faced by clinicians.  

It has been reported that clinical diagnostic decisions are made incorrectly at a rate as high as 

15% (Berner & Graber, 2008), resulting in poor or unintended outcomes due in large part to 

external influences to human decision-making processes (Kahneman, 2011; Pearson & Clair, 

1998; Weick, 2005).  Given that healthcare represents over 17% of the U.S. economy (Centers 

for Medicare and Medicaid Services, 2017) and that negative outcomes are costly (Goode, 

Clancy, Kimball, Meyer, & Eisenberg, 2002) and risk patient lives (Marshall & Milikowski, 

2017), that rate of error constitutes a significant burden to clinicians in attempting to improve 

their practice.  The difficulty from a healthcare management perspective is that there are only 

few objective ways to mediate that problem.  Some have suggested greater mental fortitude be 

applied in the diagnostic and prognostic process (Croskerry, 2002) but with no clear mechanism 

provided to overcome the influence of human bias and heuristic thinking.  Others have suggested 

the use of checklists and preset guidelines to follow as a means to instill discipline to practice 

(Atawande, 2009), yet such mechanisms can still play into the cognitive behaviors of even the 

most skilled clinicians. 

Hence, a process or tool that provides the clinician with a higher degree of confidence in 

their findings seems needed.  We begin, however, with a general review of the ANN itself.  

The Artificial Neural Network 

As employed and evaluated in the present study, an ANN can be defined as a computer-

generated software tool which, through a process known as machine-learning, is able to classify 

some defined set of clinical outcomes based on a set of given clinical parameters; the end-
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product of the tool itself is derived through the use of a comprehensive set of historical clinical 

data.  The theoretical concept for ANNs is based on a model called a perceptron originally 

developed by McCulloch and Pitts in 1943 (Lancashire, Lemetre, & Ball, 2009).
2
  The tool’s 

ability to classify outcomes is based on network training with pre-determined gold-standard 

outcome assessments (which are typically assessed by skilled human clinicians), and it is usually 

validated post-training by being applied to a different set of data (often from records 

intentionally held back from being used for training).  The post-training validation process is 

used to ensure that the ANN produces reasonable and accurate outcome relationships to the 

given parameters. The ANN is conceptually similar to that of a logistic regression tool, but the 

nature of its processes and algorithms is to establish those relationships in a non-linear manner 

(that is, the machine-learning algorithms do not attempt to map a correlation like a best-fit line).  

Like regression tools, ANNs are able to establish correlation but not causality.  Unlike 

regression, the methodology by which an ANN derives the classification is not easily 

understood; for this reason, it is sometimes referred to as a “black-box” technology (Garson, 

1998, p. 16; Lancashire et al., 2009, p. 319).  Since the machine-learning approach is not strictly 

a mathematical formulation (the outcome is learned through the data, not calculated through a 

pre-determined formula), the exact mechanism employed cannot be retraced.  Hence, the 

outcome mechanism remains undeterminable by humans, although it is clearly replicable as 

established through the validation process mentioned above.  (A broader explanation of ANNs is 

presented in Appendix A.) 

While ANN use in research has been well-documented (a literature search covering a ten-

year time-frame identified more than 27,000 unique research articles that employed or referenced 

                                                      
2
 This is discussed in greater detail in Appendix A – An Overview of ANNs. 
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ANNs), evidence of their application directly to clinical practice is lacking.  Hence, in this 

systematic review across a selected subset of those studies, the present research seeks 1) to 

determine where ANNs have generally performed well and where they have not, and 2) to 

ascertain their effectiveness in diagnostic and prognostic applications with the ultimate goal of 

identifying ANN applications that are particularly well-suited for general clinical practice use.  

Thus, whereas most previous ANN-based research studies have evaluated only a limited number 

of clinical applications, the present study will assess them across a broad range of clinical 

applications, examining that historical evidence through a systematic review. 

The Value of ANNs to Clinical Practice 

One of this paper’s initial reviewers asked, of this research, “Why bother?”  That is, what 

value does an ANN tool bring to clinical practice beyond the simple recognition of correlative 

factors involved in a diagnostic or prognostic assessment?  Simply put, the value may lie in how 

an machine-learning tool such as an ANN can intercede or intersect with the clinical diagnostic 

or prognostic decision-making process itself, especially as a means of corroborating or 

challenging the human decision. Studies that reviewed the clinical decision-making process 

describe opportunities for such intercession (Croskerry, 2002; Ferreira, Ferreira, Rajgor, Shah, 

Menezes, & Pietrobon, 2010; Mendel et al., 2011).  It has also been suggested that ANN tools, 

which learn from data rather than being driven by human-derived algorithms, may mitigate the 

unrecognized bias of human decision makers (Mamede et al, 2010).  Thus, it is possible that 

using an ANN tool as a means to support the clinician may lead to improvements in diagnostic 

and prognostic decision-making and could result in better patient outcomes, reduced cost, and 

greater efficiency in the healthcare system overall, which establishes what this study intends to 

explore. 
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What is the economic value and cost of ANNs relative to their effectiveness, and does 

this affect clinical practice? That is, how does the use of ANNs measure up against other clinical 

decision-making tools, especially in relation to their potential cost, and how might this be 

measured? As has been noted earlier, ANN toolsets are not often applied in common practice, 

and they are developed in such a way as to make them not easily applied to standard clinical 

practice use.  Further, while this paper seeks to establish potential economic value, and posits 

that cost justification could be a significant stimulus for adoption, the evidence in the literature, 

in either direction, is exceedingly scarce.  As a means to resolve this theoretical quandary, I drew 

on the advice and expertise of several individuals at my current place of employment (Hospital 

for Special Care, or HSC, a not-for-profit specialty hospital in New Britain, CT) who are 

intimately involved in the day-to-day operations of that facility, and inquired as to their best 

practices for examining the financial perspective of new technologies such as ANNs.   

In a discussion with Laurie Whelan, Vice President of Finance and Chief Financial 

Officer at HSC (personal communication, December 12, 2015), Ms. Whelan noted that cost 

analyses for healthcare technologies differ significantly between non-profit organizations such as 

HSC and for-profit, commercial institutions,.  She explained that Return on Investment (ROI) 

analysis was atypical in the non-profit healthcare sector, suggesting that it was nearly impossible 

to determine the actual dollar benefit of any particular technology due to the payment processes 

used.  The relevant payers for most non-profit healthcare institutions (governmental sources such 

as Medicare and Medicaid) use non-traditional approaches to payment.  Medicaid reimbursement 

programs offer per diem inpatient rates which are not related to actual services but reflect a 

presumptive level of service for which they set the standard.  Medicare uses more of a “payment 

for services” model but with a unique twist; the assignment of a Diagnosis Related Group (DRG) 
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sets the payment standards for each patient encounter, which can be augmented by payment 

adjustments for outlier conditions when justified by the institution (and approved by Medicare).  

Institutions that seek reimbursement are also expected to meet specific quality standards; failure 

to do so can result in an automatic 2% reduction in payment rates. (Medicare rates are expected 

increase over the next several years.)  The remaining non-Medicare/Medicaid cases are, for the 

most part, paid through commercial insurance contracts, which Ms. Whelan described as 

typically case-unique agreements that have as their primary restriction a length of stay limitation, 

beyond which the agreed reimbursement rate would be significantly reduced (meaning, in effect, 

that the longer the stay, the less the per-diem reimbursement rate, a model which functions as an 

incentive for reducing length of stay). 

These complicated payment models suggest that connecting an investment in technology 

directly to revenues is extremely complex at best, and typically not viable in public healthcare 

practice.  Thus, the approach most commonly taken to cost control is three-fold: 

1) Loss/risk mitigation technologies that minimize the risks of hospital care that 

address seemingly small errors in judgment or care assessment that can result 

in a disproportionate increase in costs. For example, if a patient develops a 

pressure wound (commonly referred to as a bed sore) unrelated to the 

diagnosis, the cost of treatment could rise significantly.  Hence any technology 

that reduces the risk of pressure wounds is potentially beneficial, and would be 

considered for purchase if not overly costly and if a trial demonstrates value 

and efficacy. 

2) Alert-driven systems that warn clinicians of actual or potential risks that could 

negatively affect a patient's care. Examples include a warning system (pop-up 
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alert) during the electronic prescription writing process, notifying the clinician 

of possible drug interaction, or a ventilator device failure alert system that will 

activate if a mechanical ventilator fails or is disconnected. 

3) Less interactive is the examination and review of clinical practices to mitigate 

errors that can extend patient stays beyond their expected periods, such as a 

situation that can require engagement of additional staff, equipment, or 

services to accommodate the error. 

At the Hospital for Special Care, Ms. Whelan focuses resources on the first two cost 

control methods, as those tend to have much more direct relationship to process improvement, 

and the cost savings that result from addressing these can be very significant. Citing an article in 

the Hartford Business Journal (Pilon, 2015) Ms. Whelan noted that Connecticut has one of the 

highest premiums for malpractice insurance in the nation, suggesting that the cost of insurance 

increases the overall cost of risk, and that technologies that reduce risk can offset high insurance 

costs. She also recognized grant money as an additional, though uncommon, source of 

technology funding.  

Accordingly, I asked HSC’s primary research grant writer, Michelle Milczanowski 

(personal communication, December 8, 2015), about the conditions funders typically require to 

justify requests for healthcare technology funding.  Ms. Milczanowski indicated that there were 

really no defined standards of practice, with many grant funders asking for evidence of improved 

quality of care or a better patient outcome as measures of value, rather than some monetary 

indicator.  She observed that, in her years of experience, she had only rarely encountered 

grantors requiring evidence of financial return as part of funding agreements, and those cases 

were almost exclusively oriented toward for-profit organizations such as pharmaceutical firms or 
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large corporate centers of care (e.g., wellness or urgent-care groups).  These observations aligned 

with Ms. Whelan’s comments about the challenges of quantifying financial benefits of healthcare 

technology innovation within a non-profit organization. 

What remains, however, are the three cost control approaches outlined by Ms. Whelan, 

and in the present study, these will be useful in assessing the value of the ANN tool in the 

nonprofit healthcare environment.  Given that the nonprofit healthcare sector has widely adopted 

risk reduction and error mitigation as acceptable means for improving outcomes and reducing 

costs, if it can be demonstrated that ANNs can be valuable in risk reduction and/or error 

mitigation, then the implementation of ANNs in clinical practice can be justified. A number of 

studies have, in fact, suggested that the inclusion of clinical decision support systems into 

practice would provide opportunities for risk control and error mitigation (Croskerry,  2002; 

Ferreira et al., 2010; Jaspers, Smeulers, Vermeulen, & Peute, 2011; Smith, Saunders, Stuckhardt, 

& McGinnis, 2012).  This topic will be explored further in Chapter 6 (Implications for Clinical 

Practice). 

Organization and Rationale 

As part of this systematic review, an explanation of how a proposed theoretical model for 

generalized ANN usage will be given – a model that will be examined in how it may attain both 

clinical and financial value from its adoption.  The steps to achieve that argument are to explicate 

the proposed model and how this study informs it, to provide foundation to that model through a 

systematic review which demonstrates ANN effectiveness, and to examine the implications to 

practice when such a model is employed.  Thus, this paper is organized in the following manner: 

 Chapter 1: Introduction – An overview of recent healthcare research that used ANNs 

in healthcare and suggested their potential value to clinical practice. 
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 Chapter 2: Literature Review – An examination of published peer-reviewed studies 

about ANNs and their usage, including a review of any similar systematic reviews in 

the literature, followed by discussion of how this paper fills the gaps left by those 

studies.  Also examined in this chapter is the literature pertaining to managerial 

aspects of employing new, innovative, and even disruptive, technology, exploring the 

value, use, and cost of ANNs within those contexts.  Finally, we review the literature 

pertaining to change management and how that might play into ANN adoption and 

use. 

 Chapter 3: Conceptual Framework – An explication of the conceptual model that 

defines the basis for the proposition of this study, and how that model might 

potentially be integrated into clinical practice.  The literature relating to human 

decision making is explored and the way in which those extant theories affect the 

clinical decision process is examined.  Finally, the true potential of ANNs in clinical 

practice, given the theoretical models discussed above, is explicated to provide some 

sense of the value-add potential that they might bring to that practice. 

 Chapter 4: Methodology – An examination of the review tools used by this paper, 

including the literature search protocol, the criteria for selection of studies to be 

examined, and a summary of how the selected studies will be examined. 

 Chapter 5: Research Findings – An explanation of the findings from the systematic 

review, including examination of those findings in relation to the research questions 

posed at the outset.  This also includes using some statistical analytics, to give some 

assessment of how those findings inform us about the strengths and weaknesses of 

those findings as they pertain to the research questions. 
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 Chapter 6: Implications for Clinical Practice – An examination of how the findings 

described in Chapter 5 could directly affect current clinical practice, with specific 

attention to the conceptual model explained in Chapter 3, and recommendations for 

how these findings might be used to improve clinical decision-making, with particular 

focus on what a clinical manager would need to do in order to employ them.  

Included here as well is the identification of limitations of this study, and what 

additional opportunities for research have come from the work done here. 

As noted earlier, a preliminary review of the literature failed to provide evidence for the 

general use of ANN tools in clinical practice (Gant, Rodway, & Wyatt, 2001, p. 329; Lisboa & 

Taktak, 2006, p. 411).  In determining ANN effectiveness, an early review (Lisboa, 2002) 

suggested that ANNs had been used successfully in studies involving three application domains 

(oncology, critical care, and cardiovascular medicine), but that review was limited in scope and 

was thus deemed insufficient to address effectiveness in a greater breadth of practice application.  

Thus, taken together, the need for this paper is established – that is, to provide information and 

recommendations to assist clinical practice managers in employing ANN tools across a broad 

spectrum of practice domains. 

As computer technology has advanced, so has ANN application development, as 

reflected in the increased availability of software products that support them.  Indeed, many 

widely-used statistical software programs (e.g., MatLab, SAS, and SPSS) support ANN toolsets 

in their current releases, making such technology more accessible and more likely to be used.  As 

Reio (2009) suggested, emergent research methods arise when more traditional methods are 

inadequate to the research question.  The growing availability of ANN toolsets represents an 
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opportunity for just such an emergent technology, “…creating the need for new ways of 

thinking…on the part of researchers facing organizational problems” (Reio, 2009, p. 144).   

For example, the “new way of thinking” might include examining ways to use ANNs 

within clinical practice, evaluating their integration into the clinical decision-making process 

itself.  Since most existing ANN research was undertaken to demonstrate efficacy or value for an 

ANN tool under specific conditions (e.g., in a particular diagnostic assessment), what is now 

needed is to develop a model defining the use of that tool under a broader range of clinical 

practices, and to do so in a flexible way that supports integration into the clinician’s general 

workflow.  The requirement for flexibility challenges the traditional research approach, however; 

those challenges are examined in some detail in Chapter 2 and in the associated introductory 

review of ANNs in Appendix A.  Thus, if ANNs are to be directly applied to clinical practice, 

then their actual value must be clearly established through a trail of evidence, which defines the 

primary research task for this paper. 

Study Design and Approval 

This study and its methodology (a systematic review) were proposed to The Graduate 

School at the University of Maryland University College (UMUC) Department of Management, 

and the proposal was approved for study.  A research review team was assembled to assess this 

study’s design and to ensure compliance with quality and transparency measures in order to meet 

the University’s guidelines, a process suggested by several authors (Gough, Oliver, & Thomas, 

2012, p. 8; Oliver, Dickson, & Newman, 2012, pp. 79-80).  To conform to the UMUC 

requirement for alignment of the dissertation topic with the Academy of Management’s (2007) 

division and interest group domains, two topic divisions were selected: 

1. Healthcare Management 
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a. Relates to “…performance of health care workers and organizations; public policy 

issues, such as…quality of care, and their implications for managing health care 

organizations” (para. 7).   

b. In highlighting the effectiveness of ANN tools used in research, it is expected that 

healthcare performance measures for treatment and assessment will be improved, 

with the impact being a reduction in time needed to recognize a disease process, 

as well as improved accuracy (diagnostics) and in achieving greater accuracy in 

estimates of therapeutic outcomes (prognostics). 

2. Technology & Innovation Management 

a. This domain as it relates to “process technologies” and includes, “…innovation 

diffusion and the development, implementation and use of technologies…[and] 

organizational processes by which technically-oriented activities are integrated 

into organizations” (para. 25).   

b. This study serves to recognize the value provided by using a new technology 

(ANNs) within the healthcare domain and across a variety of disciplines (disease 

and injury processes) in order to gain improved predictions of outcome. 

In order to comply with the UMUC requirements for a systematic review, a PRISMA 

Statement (Liberati et al., 2009) is used as a design model for this study.  The PRISMA 

Statement is founded on a 27-item checklist and a four-phase flow diagram, and both highlight 

those items that were deemed essential for transparency (Liberati et al., 2009, p. W-65).  

According to its designers, the PRISMA Statement was developed to ensure transparency and 

complete reporting of systematic reviews, and to “…help authors report a wide array of 

systematic reviews to assess the benefits and harms” of interventions (Liberati et al., 2009, p. W-
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66).  The ANN tool is not, itself, an intervention, but it can aid in assessing what interventions 

are clinically appropriate to the patient encounter (diagnostics) and to set expectations for 

clinical therapeutics (prognostics), making the PRISMA Statement process a well-founded and 

suitable model upon which to base this review.  For reference, a PRISMA 2009 Checklist is 

provided as Appendix B, and is annotated with references within this dissertation.  Some minor 

adjustments to the PRISMA process were warranted, given the current study’s focus on 

diagnostic/prognostic assessment, but as Liberati et al. recognized, “…authors who address 

questions relating to etiology, diagnosis, or prognosis,…and who review epidemiological or 

diagnostic accuracy studies may need to modify or incorporate additional items” (2009, pp. W-

66-W-68).  Any such adjustments are clearly identified within the paper as well as being noted 

on the checklist in Appendix B. 

Next is an examination of the value of using a systematic review process, and why that 

approach (as opposed to other statistical or analytic models) has been implemented as part of this 

paper’s methodology.  First, aside from the requirements prescribed by the PRISMA Statement 

(Liberati et al., 2009), the overall structure of the systematic review has been well documented 

and researched.  While there are minor design differences between systematic review models 

(Liberati et al., 2009, p. 681), Petticrew and Roberts (2006, p. 27) provided a standard set of 

stages required, hence that set is also employed as a general guide here.  The intent of this study 

aligns with the aim of the systematic review process, that being, “…to locate, select, and 

appraise as much as possible of the research relevant to the particular review question(s)” 

(Denyer & Tranfield, 2009, p. 683).  As Petticrew and Roberts (2006, p. 35) suggested, when a 

field is immature (as healthcare ANN application is), a systematic review can highlight the 

absence of empirical underpinnings.  Further, systematic reviews can identify gaps and aid in 
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directing future research studies (Petticrew & Roberts, 2006, p. 25), benefits that are expected to 

be derived from the present work. 

Research Questions 

As any systematic review requires, the process starts with the determination of the 

research questions to be answered (Briner & Denyer, 2012, p. 117; Denyer & Tranfield, 2009, p. 

681; Petticrew & Roberts, 2006, p. 27; Rousseau, Manning, & Denyer, 2008, p. 501).  As 

suggested by Rousseau et al. (2008, p. 501), the process begins with the end in mind; hence, the 

review question(s) must reflect the review’s intended purpose.  Thus, the following two research 

questions are posed: 

 When ANN models have been used in healthcare studies, were they applied effectively as 

high-precision diagnostic and/or prognostic tools? 

 Of the ANN studies analyzed, under what conditions and/or using what applications have 

they tended to perform with greater effectiveness, and, conversely, where have they not 

been as effective? 

Objectives 

Earlier ANN evaluative studies were reviewed to inform this exploration of ANN-based 

research and to explore the limitations and challenges of studies using ANN technologies.  The 

intended outcome of the present study is to achieve what Bethel and Bernard (2010, pp. 232-233) 

called the goal of research synthesis and what Harden and Thomas (2005, p. 260) identified as 

the most common reason for a systematic review – that is, to answer the “what works?” question 

by aggregating and analyzing existing research evidence.  In this particular case, “what works?” 

is determined by how generally effective ANN-based tools are reported to be (Research Question 

#1) and to identify where they performed better or worse (Research Question #2).  These 
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answers are expected to provide a rationale for expanding, or not, the use of ANN technology in 

clinical practice application, and to identify what capabilities, if any, ANNs can bring to bear on 

clinical decision-making.  In addition, if this information is incorporated into the proposed 

concept model, the resulting product could function as a guide for clinical managers and systems 

developers in the deployment of clinical ANN applications.  Finally, the outcomes of this 

analysis will be tallied and synthesized to establish not only whether an ANN toolset is viable, 

but also whether it is productive (in terms of operational efficiencies).  The final objective is to 

determine if ANNs can be applied directly to healthcare practice as an assistive assessment tool 

that could considerably influence the delivery of patient care, and yet not replace clinicians nor 

their accumulated experience and skill.  If ANN diagnostic and prognostic clinical assessment 

tools are made available using the model presented, they might give healthcare providers, who 

often have an array of advanced technologies around them, a system design for incorporating 

ANN technology into their practice.  The model, when integrated into healthcare medical record 

applications, can also be employed by those who have little more than mobile devices with 

general Internet access, representing a quantum leap in the distribution of assistive clinical 

knowledge.  However, these concepts can only be explored when the research has completed 

(that is, in Chapter 6). 

As noted earlier, a general description and review of ANN technology is provided as 

Appendix A. This is not a technical treatise on ANN technology; rather, it provides general 

information on how ANNs function; summarizes their advantages and disadvantages as 

compared to other analytical and statistical toolsets; and suggests how they can be applied to 

clinical decision support and problem solving in a manner that would elicit confidence and 

understanding by practicing clinicians. 
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Chapter 2 – Literature Review 

In this chapter, we review the literature to identify evidence of the effectiveness of ANN 

applications in research studies and to provide a baseline for the development of the conceptual 

framework used in this study.  We also examine the implications of ANNs from a new 

technology perspective – what does the literature indicate regarding the use and implementation 

of new technologies. 

ANN Use in Research 

In clinical research studies, ANN tools are commonly used as classification devices, the 

second of three healthcare use models identified by Lisboa (2002, p. 13).  Using that approach, 

given a set of patient-based parameters (values), an ANN tool can identify a class or grouping 

into which those values would place a particular patient’s case.  For example, one might choose 

parameters (the input variables) for temperature, headache pain, sore throat pain, and post-nasal 

drip, and associate those with a Yes/No determination for an influenza diagnosis (the output 

variable, or the classification).  Together, the values that consistently map to an output of “Yes” 

would be the classifier for influenza, hence making that ANN a diagnostic tool.  This paper 

examines ANN utilization within research studies that use only this type of application, doing so 

through a systematic review process. 

However, there are limitations to this type of ANN usage.  As Garson (1998, p. 16) 

warned, neural networks lend themselves to prediction but not to causal analysis, relegating their 

use to correlations between the input and output variables, much as logistic regression in more 

traditional statistics.  Garson (1998, p. 16) also recognized, as we noted in Appendix A, that, at 

best, it can be very difficult to understand how neural nets arrive at their results.  Lisboa and 

Taktak (2006, p. 408) expressed this point as creating a concern related to transparency, 
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necessitating that the researcher explain “…what influences the network predictions and how to 

resolve outcome predictions in terms of readily understood clinical statements."  Gant et al. 

(2001, p. 350) suggested that the actual methods of ANNs can never truly be analyzed, and that 

the ANN network building process is so detailed that it cannot be understood in a direct way by a 

human observer.  Gant et al. (2001, p. 350) further stated that it is important for ANNs to be 

applied in circumstances where their accuracy can be assessed, such as where random quality 

control checks can be performed to validate them, likening the process to that used in 

randomized controlled trials (RCTs).  However, not all studies lend themselves to RCT analysis, 

as has been recognized within the Cochrane Collaboration’s Handbook for Systematic Reviews 

of Interventions (Reeves, Deeks, Higgins, & Wells, 2011).   Indeed, Gant et al. (2001) attempted 

to address this more globally by providing a comparative analysis between three predictive tool 

methodologies: ANNs, statistical models, and knowledge-based (expert) systems.  That table 

(reproduced here as Appendix C) illustrates the strengths and weaknesses of ANNs in relation to 

other methods of data classification, which Gant et al. (2001) judged using five criteria: 

accuracy, generality, clinical credibility, ease of development, and clinical effectiveness (p. 351).  

It is noteworthy that according to Gant et al.’s (2001) analysis, ANNs completely fail the 

“Clinical credibility” criterion, while the other methodologies achieve something much closer to 

a passing grade. 

Thus, researchers and practitioners must overcome several significant challenges before 

ANNs can be accepted as a predictive and classification tool, at least within the healthcare arena: 

the tendency of ANNs to predict rather than analyze; a lack of understanding of how ANNs 

arrive at their results; the need for a quality control process; and the combined effect of these 

factors on clinical outcomes.   Indeed, Gant et al. (2001) expressed these concerns directly: 



www.manaraa.com

ANN EFFICACY IN HEALTHCARE – A SYSTEMATIC REVIEW 29   

We believe that the very plasticity of ANNs as regards not only their internal architecture 

but also their adaptability to different data sets is also their Achilles' heel.  It is exactly 

these extraordinarily wide ranging novel potential applications that bring with them 

equally novel and complex considerations of not only where they fit in the clinical 

decision-making algorithm, but also how ethically and legally acceptable their 

implementation might be.  (p. 331) 

What could mitigate these challenges? How can the major limitations of ANNs be 

addressed in order to promote a more generalized acceptance in clinical practice?  As suggested 

by the authors above, the answer lies both with the size of the dataset upon which the neural 

network is trained as well as the methodology used to train the ANN, both of which are 

addressed in the next section of this chapter.     

First, if one could demonstrate with a reasonable degree of reliability that ANNs have 

been successfully employed in a variety of clinical applications, then it would be justifiable to 

claim that such broad spectrum success of learning algorithms and the parameters they employ 

might not be particular to local factors, but instead relate to some intrinsic aspect of ANNs as a 

whole.  It may be possible that the successful utilization of ANNs within research speaks to their 

value, even if one cannot define a precise mechanism to illustrate the ANN learning process.  

Hence, such evidence could suggest that the value of ANNs can be demonstrated through 

replication of ANN research studies.  Thus, we expect to examine in this dissertation what the 

evidenced effective use of ANNs within research shows, which might also address the concerns 

over the reliability of ANN performance in practical applications. 

Defining Effectiveness for ANN Applications. 
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This analysis requires some method of assessing the effectiveness of ANN applications in 

the studies under examination.  While the need for a basic quality assessment of each study is 

clearly required (for example, using a Weight of Evidence assessment), three guidelines have 

been recommended to evaluate ANN effectiveness (Adya & Collopy, 1998; Collopy, Adya, & 

Armstrong, 1994): 

1) Compare to accepted models: Compare the resulting ANN outcome with well-

accepted models, noting that the ANN should perform at least as well.  For example, 

if the ANN notes a strong relationship between one or more inputs and the output 

variable, a standard regression formula could be used as a means of validating that 

relationship. 

2) Validate the samples: Out-of-sample validation is essential, since validation using a 

non-randomly selected subset of the sample dataset is, at best, suspect.  There is no 

way to determine if the cross-validation subset mirrors the training set too closely, 

resulting in the samples used as unrepresentative of the full population, which could 

potentially lead to overfitting of the training set (as discussed in the Appendix A 

section on validation and testing). 

3) Ensure adequate sample size: The sample size must be sufficient to demonstrate 

reasonable representation of the full population being studied, and any constraining 

factors used must not be relevant to the variables being evaluated.  Conversely, 

attempting to validate the sample set by using representative values that are not 

pertinent to the study would also be spurious (for example, using Age and Gender 

distribution to validate sample selection would be inappropriate if the outcome 
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measure is unaffected by either of those variables).  These are often referred to as 

confounding issues (Donaldson, 2012, p. 256; Kukuli & Ganguli, 2012, p. 2012). 

For the purposes of this study, we will assume that the first factor (comparison to 

accepted models) has been assessed by the author(s) of each study and that the reported 

effectiveness of the ANN has been validated by the peer-review process. It is not within the 

scope of the present review to make an objective assessment for each study, and it is highly 

unlikely that sufficient data to support such analysis would have been provided with the 

individual study being assessed (few published studies include a full dataset).  For example, if a 

peer-reviewed study claims to have provided a correct predictive measure for a certain 

percentage of the cases, then that claim is accepted as an accurate reflection of the ANN’s 

success. 

With regard to the second factor (validation of training), the Weight of Evidence analysis, 

as will be described in detail in Chapter 4 (Methodology), establishes that some measure of ANN 

validation is required.  Various methods, such as a hold-back or a k-fold approach (Adya & 

Collopy, 1998;  Lisboa, 2002) have been considered acceptable means of validating the training 

process, thus confirming that the training set created a network that is generalizable to a larger 

population.  Each method has advantages and drawbacks, but validating samples using an 

historically recognized process that tests the training against untrained data offers greater 

confidence in the ANN application’s value. 

A similar approach is taken with the third factor (sample size), where a Weight of 

Evidence analysis can measure whether the source dataset for each study has a statistically 

reasonable and generally accepted sample size, as measured against established standards.  

Studies that relied on sample sizes below that threshold might not be acceptable for inclusion 
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within this study.  This is in line with generally recommended statistical practice and supported 

by the peer-review process (see Chapter 4 for more detail on sample size).  Further, it would 

seem appropriate that only studies that counted individual patient cases should be included; 

papers that counted multiple samples from single patient cases could have a confounding 

influence. Again, more detail is provided in Chapter 4. 

Applying these quality and consistency guidelines to the selection of papers for review 

makes it more likely that the systematic analysis will yield reliable, relevant results about the 

effectiveness of ANNs.   

Measures of ANN Performance. 

What performance measures are appropriate to quantify a success or failure designation 

for the outcome of each study? 

Within the context of this paper, the assessment of ANN performance consists of 

categorization of outcome within a dependent variable (the output) based on selected 

independent variables in each study’s particular case (the inputs).  This is a challenge since 

ANNs usually do not provide a clear demarcation of findings such as occurs with more 

traditional statistical measures (e.g., a true confidence interval is rarely provided).  Zhang, 

Patuwo, and Hu (1998) noted that the most important measure of ANN performance is the 

prediction accuracy it achieves beyond the training data (p. 51), but what remains unclear is how 

to measure prediction accuracy in a consistent and standardized way.  ANN-based research 

studies have been cited as using a shotgun or trial-and-error methodology, replaying the ANN 

building process until one achieves some satisfactory result (Zhang et al., 1998, p. 55), 

suggesting that as a primary reason for inconsistencies in the literature.  It has also been 

suggested that the ANN is a learning application that can achieve high levels of performance 
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accuracy within training sets (as outlined in Appendix A), but the methodologies used to achieve 

that performance (ANN algorithm selection, number of hidden neurons, learning rate, etc.) can 

vary widely. 

It is also true that the network can change over the course of additional training exercises.  

The ANN trains to the data supplied, and, with the application of further training, results may not 

remain static.  Gant et al. (2001, p. 331) indicated that the difficulties of evaluating performance 

can also be expressed in ethical and legal issues that flow therefrom (suggesting that this 

accounts for the lack of ANN standards from national and international organizations).  Yet, as 

mentioned in Chapter 1, the continued use of ANN in research suggests that ANNs have been 

accepted as effective tools, and several authors have noted the effective performance of ANNs as 

compared to human decision making (Baxt & Skora, 1996; Patel & Goyal, 2007).   

In order to carry out this study’s systematic review, it was necessary to establish a clear 

standard for assessing ANN performance across all of the studies selected for analysis.  While 

there are several established approaches to assessing ANN performance, the overwhelming 

majority of studies examined in this systematic review (see Chapter 5) used either Prediction 

Percent (the percentage of correctly determined outcomes of a trained network when given non-

training data) or a Receiver Operating Characteristic (ROC) curve (a graphic mapping of 

sensitivity versus specificity performance of a trained ANN, with maximization of both used as 

the performance target).
3
  Caruana and Niculescu-Mizil (2006, para. 2) suggested that the ROC 

approach seems to be preferred within the medical field.  Lisboa and Taktak (2006, p. 410), 

                                                      
3
 This is also measured by the area under the ROC curve – sometimes called AUROC or 

AUC (Area Under Curve); maximizing that value represents the peak ANN performance.  The 

acronyms “ROC” and “AUROC” are used interchangeably to represent this approach. 
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however, noted that whether reporting the ROC or Prediction Percent, “…very few [studies] 

applied rigorous tests to compare their method with benchmark systems”  and they suggest that 

performance be quantified for measurement by means of a confidence interval for a full range of 

ROC values (Lisboa & Taktak, 2006, p. 412).   

The question remains of just how such a confidence interval could be established.  

Prediction Percent is the performance value assigned to a trained network based on its training 

set performance. It is calculated as follows: if at the end of the supervised training exercise the 

ANN produced the correct output for a given set of inputs 95% of the time, then the Prediction 

Percent is 0.95 (the expected value of its performance for non-training data).  This measure 

focuses only upon correct predictions and does not account for Type I/II errors.  One danger with 

this approach, of course, is that it is highly dependent upon an unbiased training set; that is, in 

cases where the network did not overfit to a non-representative set of training data.  However, 

from a pure performance viewpoint, a network performing at a predictive value of 0.95 could be 

considered an “effective” predictor: in only 5 instances out of 100 would the network fail to 

accurately classify based on what it had learned.  While Prediction Percent as a measure of 

success is somewhat arbitrary, it could be claimed to be no more so than a one-tailed confidence 

interval set at =0.05.  Either suggests that a failure rate of 5% of the cases examined is 

meaningful, albeit from different perspectives.  Hence, in the studies selected for this analysis, 

the use of Prediction Percent as a measure of ANN performance is acceptable, but for analysis of 

those papers that used this method it may be difficult to compare them to others that use different 

approaches, such as ROC curves. 
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In the case of ROC curves, it consists not of a single measurement but a range of values 

depending upon the threshold chosen for determination of success or failure.  The curve itself is 

a graph of the sensitivity versus the 

specificity of the performing ANN 

metric.
4
  As described by Alsing, 

Bauer, and Oxley (2002, p. 133), 

“This relation is usually used to relate 

the detection or ‘hit’ rate (probability 

of detection, i.e., probability of a true 

positive) to the false alarm rate 

(probability of false alarm, i.e., 

probability of false positive) as an 

internal decision threshold is varied” 

as schematically represented in Figure 1.  When using this measurement tool DeLong, DeLong, 

and Clarke-Pearson (1988, p. 837) recommended using the area under the curve as an index of 

accuracy.  They explained that “The area under the population ROC curve represents the 

probability that, when the variable is observed for a randomly selected individual from the 

abnormal population, the resulting values will be in the correct order (e.g., abnormal value higher 

than the normal value)” (DeLong et al., 1988, p. 837).  What this does is to provide a measure in 

                                                      
4
 Sensitivity is the ability to correctly classify, based on a specific set of criteria, an 

individual case as belonging to a specific category (affirming the positive), while Specificity 

correctly classifies an individual case as not belonging to a specific category (affirming the 

negative) (Parikh, Mathai, Parikh, Sekhar, & Thomas, 2008, pp. 6-7). 

Figure 1. Typical ROC curve describing the relationship 

between the probabilities of detection, a true positive, 

versus a false alarm, a false positive (Alsing et al., 2002, 

p. 133, Fig. 1).  Copyright 2002 by the International 

Journal of Smart Engineering System Design. 
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the range 0.50 (random performance) to 1.00 (perfect prediction), but it does not give the user 

any better assessment of specific performance since the curve is dependent upon the threshold 

chosen (itself a somewhat arbitrary measure, similar to Prediction Percent). 

However, Bamber (1975) and others determined that the area under the ROC curve very 

nearly approximates the Mann-Whitney U-distribution (Bamber, 1975; Mason & Graham, 2002), 

thus allowing the researcher to treat this value similarly to a t-test statistic, and allowing the 

establishment of a true confidence interval to determine performance.  Unfortunately, the lack of 

availability of the actual dataset from each study precludes us from taking on that level of 

analysis; there are at best only summary statistics to work with.  Thus, for papers selected for this 

study that use a ROC, we apply the same criteria used for papers that use Prediction Percent: we 

accept at face value each study’s findings given that every article was subjected to validation 

through a peer-review examination. 

While the studies selected for analysis employed various methods to determine the 

effectiveness of ANNs, the peer review process validates those methods, and the validity 

assessment done for each study (supported through a Weight of Evidence analysis) would be 

expected to eliminate low-quality studies. 

Prior Work in ANN Application Review in Healthcare 

This brings us to an examination of some of the efforts done by earlier researchers in the 

application of ANN methodologies to the study of health and disease-related issues.  A review of 

the literature over the last decade has identified the following six systematic reviews that focused 

on such ANN applications: 
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Each of these works has synthesized the outcomes of selected studies using similar 

systematic review methods employed here, but with one major exception - each limited its scope 

to one particular clinical issue or diagnosis, bounding their entire examination only to that realm.  

As mentioned earlier, this study’s focus is to provide a more generalized performance 

assessment.  The dissertation reference (Ghavami, 2012) came much closer to the intent of this 

paper, but the author chose to exemplify his findings through a focus on deep vein thrombosis 

(DVT) and pulmonary embolism (PE) patients and an ANN trained (designed) to predict disease 

prognosis as it relates only to those two conditions.  In this study the aim is to examine ANN 

training across a broad spectrum of applications, and not to exemplify it via a particular model 

diagnostic or prognostic evaluator, hence the research questions are non-specific as to a 

particular outcome measure, only to predictive performance. 

However, based on the collected analyses of those works above, they do provide some 

indication of the challenges posed by this type of systematic review study.  Each of the works 

above were examined as to how it adapted to those challenges and limitations, and by using their 

lessons, where applicable, the current study was modified and enhanced accordingly (refer to 

Chapter 4 – Methodology for a detailed discussion of the review and analysis of this review’s 

studies). 

While the studies above were presented to demonstrate the use of systematic review in 

assessing ANN utilization in healthcare, there are also those for which there was specific 

exclusion of such methodology.  Thus is provided three cases of systematic review study where 

computer-based algorithms and neural network applications were overtly discarded or ignored.  

The first, Hess et al. (2008), suggested that an in-depth review of artificial neural networks was 

beyond the scope of their work (p. 375) and thus ignored any studies in which they were 
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included.  Jacob, Lewsey, Sharpin, Gimson, Rela, & van der Meulen (2005) eliminated ANN-

based studies because, they suggested, it was impossible to mimic or replicate the procedure in 

detail (p. 815) – how the ANN actually arrived at its final configuration.  These both illustrate a 

common problem faced by those using ANNs, and is often referred to as the “black-box” issue, 

as has been noted earlier.  Finally, there is Nehme, Boyle, and Brown (2013) who reviewed pre-

hospital care of acute coronary syndromes.  Their claim was that due to, “…the limited access to 

technology in the prehospital care phase, it was deemed appropriate that all models requiring 

specialist computation were excluded from the review” (p. 952).  Hence, this provides another 

limitation of ANN modeling – the lack of availability of ANN-based tools at the point of care, 

even given the data upon which to build (and train) such a model.  As has been noted in Chapter 

1 – Introduction, there are now several generally available statistical applications (SPSS, SAS, 

and MatLab, among them) that provide detachable neural network executables that can be used 

to port the trained ANN for use in other applications.  While the complexity and ease needed to 

port that technology varies by the system employed to create them, the technology has seemingly 

reached the point that warrants, in the eyes of the ANN software creators at least, such 

applicability. 

ANN Cost versus Value in Healthcare 

One important aspect of ANN implementations in practice is that of cost versus value – 

that is, does the ANN tool provide sufficient value to the practice to warrant the expenditure of 

resources (time and money) to support its implementation and use?  This general question has 

two aspects: 

1) Are the costs of implementing an ANN application prohibitive, and, 

2) Is the value that an ANN can bring to a practice sufficient to justify those costs? 
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Given that this paper addresses ANN use in the healthcare field, those questions will be 

evaluated in that context. 

To address the first issue, one can look at the actual total costs of an ANN application: 

software, time and effort to develop a network, and the mechanism to deploy the network in 

practice.  The development effort is certainly costly, but, as is suggested in the studies selected 

for this review, researchers have already assumed that burden.  Whether the tool is designed to 

make a particular diagnosis (e.g., metastatic breast cancer) or to determine the probability of a 

particular prognosis (e.g., an estimated duration of inpatient rehabilitation after a spinal cord 

injury), each study proffers its ANN as a task-specific calculator to apply in practice.  Hence, for 

many applications the developmental effort has already been borne by the researchers who 

designed and evaluated the tools.  Because a market for these tools has not yet developed, the 

direct cost to clinical consumers is still unknown. 

There are certainly costs associated with making that “calculator” available to 

practitioners (the second issue above).  The actual costs will depend on the software product 

chosen by the developer (or researcher, in this case).  In some software implementations a run-

time version can be distributed to the user at minimal or no cost as a means of applying an 

established and trained ANN to a given set of case data provided by the practitioner (e.g., Ward 

Systems Group, Inc. – Belliveau et al., 2016).  Other ANN applications would require 

operational licenses, for which costs can vary widely.  For an institutional implementation, such 

as in a teaching hospital, applications may already be available for licensing (MatLab, SPSS, 

SAS, etc.), but a small professional practice would probably need to purchase the application. 

Where would one expect to find the resources required to implement the ANN tool? 
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In healthcare, and particularly in the not-for-profit healthcare sector, grants are often 

sought to support improvements in patient care, including those reliant on information 

technologies. However, on occasion, an institution will choose to fund a new technology 

directly, recognizing it as an investment in infrastructure essential to patient care. As discussed in 

Chapter 1, healthcare institutions typically rely on two approaches — loss/risk aversion and error 

reduction/mitigation — to evaluate the potential benefits of acquiring a tool like an ANN. If 

implementation of ANN technology can reasonably be expected to reduce risk, loss, and error, 

and to improve patient outcomes, without incurring costs that would exceed the benefit, then its 

acquisition is likely to be justified. 

Next, presuming that the practitioner wishes to implement an ANN but does not have 

resources immediately available, how can one justify the outlay to the practice, either through 

capital expenditure or grant funding?  A wealth of literature addresses these questions through 

two arguments.     

The first argument speaks to the significant inefficiencies and inaccuracies inherent in 

healthcare practice (particularly in diagnostic assessment).  The second argument is that the 

application of technological solutions (such as ANN tools) in healthcare practice can be expected 

to achieve significant reductions in time and labor costs, thereby reducing practice overhead and 

freeing up financial resources for other uses.  In support of the first contention, a study by Graber 

and Carlson (2011, p. 12) claims that diagnostic error may be an enormous unmeasured cause of 

preventable morbidity and cost.  The diagnostic error rate in clinical medicine is approximately 

15% (Berner & Graber, 2008, p. S3), and mitigation of diagnostic error was suggested as the 

next frontier in patient safety (Newman-Toker & Pronovost, 2009).  Indeed, in that previously 

mentioned study on diagnostic error in internal medicine (Graber, Franklin, & Gordon, 2005), 



www.manaraa.com

ANN EFFICACY IN HEALTHCARE – A SYSTEMATIC REVIEW 42   

100 cases of error were reviewed to measure the severity of harm, and the analysis (p. 1494) 

revealed a clinical impact on the VHA scale
5
 of 3.80  0.28 (Mean  SEM).  Few studies have 

analyzed the cost impact associated with those errors.  One study of note, however, suggests that 

because errors create a demand for patient services that would not otherwise be required, these 

errors actually increase patient hospital stays, services provided, and, perversely, associated 

revenues (Goode et al., 2002, p. 949).  This scenario could be viewed by healthcare payers (e.g., 

insurers) as an opportunity for savings, and by healthcare providers (e.g., hospitals and clinical 

practices) as an avoidable trap. 

Regarding the second factor, a report from the Institute of Medicine (2012) , or IoM, 

which evaluated on a national scale the impact of technology on healthcare practice, 

acknowledged that, “Advanced statistical methods, including Bayesian analysis, allow for 

adaptive research designs that can learn as a study advances” (pp. 6-8).  The IoM report 

recognized that Bayesian approaches to data (of which the ANN is an example) provide the kind 

of value-add healthcare needs in order to become much more effective and to reduce error rates, 

two improvements that will result in cost savings.  However, just adding technology by itself is 

probably insufficient to improve practice.  As noted by Lisboa (2002, p. 11) in discussing the 

advance of ANN tools in healthcare: 

Advanced computing would enable physicians to concentrate where they are most 

needed, at the patient's bedside, while specialist knowledge would be left to recall 

systems that can handle the 'encyclopaedic' aspects of medicine (Schwartz, 1970).  

However, it became apparent that the enormous complexity created by interactions 

                                                      
5
 The VHA Impact Scale of Severity of Harm scores 1-4 (though actual scoring could exceed that range), 

with 1 being “Minor” and 4 being “Catastrophic” (Graber et al., 2005). 
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between clinical conditions made a comprehensive scenario analysis intractable.  This 

started a dilemma that is still current, namely the need to specialise the design of decision 

support systems to closely circumscribed medical problems, when clinicians have no 

reason to take-up computational tools unless they are useful for almost every patient in a 

generic category of clinical conditions (Shortliffe, 1993). 

Hence, we focus here on diagnostic and prognostic assessments of individual maladies rather 

than a generalized assessment of overall patient’s overall well-being. 

Concerning actual healthcare costs, Price Waterhouse Coopers (2010) has identified as 

much as $312 billion in annual waste in clinical practice in the U.S.– $25 billion in preventable 

hospital readmissions, $17 billion in medical errors, and $10 billion in treatment variations, all of 

which are implicated by errors in diagnostic or prognostic assessment.  Another source suggested 

that, within the federal Medicare population alone, there were 238,337 patient safety-related 

deaths from 2004 through 2006 resulting in costs of $8.8 billion (Jao & Hier, 2010, p. 121).  

Thus, there are clearly opportunities to reduce costs, not only in the larger scale, but for smaller, 

individual practices, as well. It is therefore warranted that examining ANN tools as a means to 

improve clinical assessments can be a significant contributor to that discussion. 

The ANN as a Disruptive Innovation 

Another way to view the use of ANNs within clinical practice is as a disruptive 

innovation, as presented in the seminal work by Christensen (1997).  The ANN is disruptive 

because it introduces potentially novel information to the clinician during the decision-making 

process, and it is innovative because of the manner in which it is employed – that is, by 

interceding in the normal decision-making processes just at, or before, the point where the 

clinician achieves a final diagnostic or prognostic determination.  Christensen’s theory of 
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disruptive innovation suggests that disruptive technologies (as compared to a non-disruptive 

innovation) have four characteristics: (a) they are simpler, cheaper, and lower-performing; (b) 

they generally promise lower, not higher, profits, at least at the outset; (c) most existing 

customers don’t use or want them; and, (d) they are first commercialized in emerging or small 

markets (Christensen, 1997, p. 267).  However, while Christensen’s context was product/service 

innovations relating to market and technological change (1997, p. xiii), a parallel relationship to 

healthcare practice may be drawn.  These four elements relate to the clinical decision-making 

process in specific ways: 

 Simpler, cheaper, and lower-performing.  In this context, the ANN, when compared 

with a consulting clinician (another set of human eyes to discern the diagnostic 

assessment), can be reasonably assumed to be cheaper, with one software purchase 

covering the use across a great many patients.  It is simpler and lower-performing due 

to its focus; the ANN has specific diagnostic/prognostic limitations, unlike the 

general-purpose human clinician who has a broad scope of diagnostic assessment 

capabilities.   

 The promise of lower, not higher, profits, at least initially.  The ANN provides a 

diagnostic tool that would, when applied, require an acquisition cost but not be 

directly engaged in any additional revenue generation, at least at an early juncture.  

Even with that apparent negative effect on practice profitability, the long-term return 

can be significant based on the potential for improved clinical outcomes and reduced 

patient costs overall, as argued above. 

 Most existing customers are not aware of ANNs and their capabilities, thus they are 

not in demand.  ANNs are not easily explained, defined, or understood by clinicians, 
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and computer-based applications for decision support, even when present, are not 

well-used (Berner & Graber, 2008, p. S13).  ANNs are perceived as a still-developing 

technology that is neither understood nor accepted enough for general use (Croskerry, 

2002, p. 1201).  Hence, there seems to be little demand for their use in practice, as 

noted in Chapter 1. 

 These innovations are first used in emerging or small markets.  Since ANNs are not 

well-accepted by the general clinical community, their implementation has been 

almost exclusively applied in research, not clinical practice, and their general use has 

been considered in some sectors to be arcane (Lisboa, 2002, p. 13). 

Thus, when analyzing ANN applications in relation to diagnostic or prognostic 

assessment, the characteristic of disruptive innovation seem to fit well.  Moreover, in the 

disruptive innovation model, there are certain expectations about market changes (or practice 

changes, in the healthcare setting) that flow from Christensen’s proposal, the primary one being 

that the disruptive technology may, at some point, replace and even dominate the market (i.e., 

clinical practice).  Much like the stethoscope, the ANN may be found to be an equally useful 

innovation. The stethoscope does not require its user to have an advanced understanding of the 

physics of sound, only confidence that the device is effective, so it is that the ANN user need not 

possess advanced knowledge of neural networks and how they work, only confidence in the 

evidence-based foundations upon which the ANN is built. To that end, the present study 

becomes such a foundational effort. 

Change Management and New Technologies 

Finally, whenever encountering new technologies, issues relating to the management of 

organizational change come to the fore, and it is expected that ANN technologies would not be 
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an exception.  Therefore, a review of the literature regarding organizational change is needed, 

specifically on how that may affect ANN use and adoption in practice.  In the classical view of 

change management, it was suggested that, in order to effect a process change, the process must 

be unfrozen, moved to its new state, and then frozen in that state, and that resistance to such 

change is an expected systemic response (Lewin, 1947).  From another viewpoint, change could 

be examined through the lens of four theories: Life-cycle, teleological, dialectic, and 

evolutionary (Van de Ven & Poole, 1995), for which new technologies like ANNs would likely 

fit the teleological model.
6
  In addition, Lewin and others contended that group dynamics played 

a significant role in change resistance, and that seems to have held up over time (Burnes, 2004, 

p. 981).  However, in a more recent review of organizational change it was suggested that 

resistance to loss rather than change was often the driver, and that recommended strategies for 

addressing change resistance must be done holistically, through a multifaceted approach that 

includes education, communication, negotiation, and so forth (Dent & Powley, 2003).  Thus, 

when employing a new technology, as with ANNs, both individual and group psychology 

dynamics need to be factored in to the implementation analysis. 

When examining clinical practice change, the organizational implications would be no 

different.  Liebowitz (2001, pp. 5-6) suggests building a supportive culture for knowledge 

sharing as a function of change management as a means to cultivate a buy-in effect.  Liebowitz 

(2001, p. 6) warns that hype, over-expectations, and vaporware can terminally harm the 

effectiveness of that strategy.  Representing those opportunities in ANN technology, much as 

                                                      
6
 From Ven de Ven and Poole (1995, p. 535), a teleological motor is, “An individual or 

group exists that acts as a singular, discrete entity, which engages in reflexively monitored action 

to socially construct and cognitively share a common end state or goal.” 
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with AI technologies overall, the technologies have been lauded (Amato, López, Peña-Méndez, 

Vañhara, Hampl, & Havel, 2013; Coye & Kell, 2006; Makridakis, 2017; McMillan, 2017) and 

challenged (Amaral & Krishna, 2017; Cabitza, Rasoini, & Gensini, 2017; Marion, 2016) in the 

research literature as well as in news and trade publications.  Thus, any theory that implements 

ANN technologies must include a structured warning that addresses the implementation process 

as it relates to organizational change. 

Chapter 3 – The Conceptual Framework 

Gant et al. (2001) suggested that the ANN could be a component of the clinical decision-

making process that focuses and refines the initial input data into a form more readily processed 

by the human decision maker.  As they envisioned it, the ANN could parallel human processes 

for preprocessing, filtering, and interpreting information, and that during the clinical decision-

making process, the ANN could focus the clinician’s scope of assessment. This scenario is 

represented in the “Data Refinery” model shown in Figure 2.  In this model, the process of data 

assimilation (represented in the figure by “Amount of Data”) decreases proportionally to the 

need for clinical insight, hence the value of ANNs as a tool to support or enhance human clinical 

decisions (Gant et al., 2001, pp. 331-334).  As they described this process, “…given that there is 

a greater need for insight as one moves from preprocessing and filtering to interpretation and 

decision-making, the balance favours the human towards the right hand side [of the graphic], and 

leaves most opportunities open for ANN on the left” (Gant et al., 2001, p. 334).  They supported 

this by observing that human rules become more difficult as data becomes more complex; by 

implication, this suggests that ANNs tend to reduce that complexity and thus contribute to better 

human understanding (Gant et al., 2001, p. 334).  It is significant that in the Data Refinery 
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model, it is the clinician (the human) who formulates the final evaluation and makes the final 

decision. 

 
 

 

 

 

Yet therein lies a dilemma within the Data Refinery model: that even when a human makes the 

ultimate decision, the process leaves open the manner in which the ANN outcome is integrated 

with human decision.  It exposes the decision-making reliability (and frailty) of the human 

clinician if that clinician does not overtly recognize the value of the ANN outcome and include 

that outcome in the decision-making process.  Indeed, human frailty in diagnostic decision-

making has been well documented (Berner & Graber, 2008; Croskerry, 2002; Graber & Carlson, 

2011; Graber et al., 2005; Pham, Aswani, Rosen, Lee, Huddle, Weeks, & Pronovost, 2012), as 

has been the challenge of considering those frailties (Croskerry, 2002; Goode et al., 2002; Smith 

et al., 2012).  The advantage of ANN decision-making over human decision making has been 

suggested (Bartosch-Härlid, Andersson, Aho, Nilsson, & Andersson. 2008, p. 820), but given the 

lack of ANN use in practice, its superiority is not well accepted.  Thus, Gant et al.’s (2001) 

contention that there is a gain in performance through a “data refinery” approach remains 

Figure 2: The original diagram for the “Clinical Data Refinery” (Gant, Rodway, & Wyatt, 

2001, p. 334, Figure 14.2).  Copyright 2001 by Cambridge University Press. 
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suspect, especially given that human performance in complex decision-making is subject to 

cognitive errors such as confirmation bias (as explored below). 

Managerial Decision Making 

Whether as part of a clinical assessment or for some business or financial purpose, the 

effective management of the decision-making process is crucial to satisfactory outcomes. The 

literature is replete with such analyses and associated recommendations.  Simon (1943) 

recognized that the task of deciding pervades the entire organization (p. 2).  Simon also 

recognized that “broader rationality” could be a modifier to subconscious thought patterns that 

limit one’s adaptability and skill (e.g., bias), and that presentation of such rationality is a basic 

task of management (pp. 202-204).   

Bazerman and Moore (2013) recognized the contribution of Simon’s bounded rationality 

theory to human thinking (pp. 5-6), as well as its extension by Thaler (2000), who Bazerman and 

Moore (2013, p. 11) suggested went beyond the stereotypical economic actor to include the 

effects of outcomes not just upon the self but upon others.  In the healthcare field, such 

transference is an essential component of clinical practice; the benefits derived by the 

organization are circumscribed by the welfare of the patient.  This is illustrated by the 

organizational tenets prescribed by the CMS Quality Strategy 2016 report (Centers for Medicare 

and Medicaid Services, 2016, pp. 3-5) as a means to advance their three recommended strategic 

goals of better care, smarter spending, and healthier people/communities. (CMS is a unit of the 

U.S. Department of Health and Human Services that administers healthcare programs covering 

more than 100 million people – Centers for Medicare and Medicaid Services, 2017.)  From 

Bazerman and Moore’s perspective, improving decision-making includes taking an “outsider’s 

view” to mitigate the overconfidence that humans have in their own decision-making prowess 
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(2013, p. 222-223); indeed, overconfidence has been identified as a cause of diagnostic error 

(Berner & Graber, 2008).  The ANN can function as just such an “outsider,” providing a 

different perspective than the clinician’s “insider” view, one that is free from the bias potential 

inherent in human decision making.  Some device or process is required to integrate the results 

of the ANN “outsider” with the skillset and experience of the clinician “insider,” and Thaler and 

Sunstein (2009) provide just such a theoretical mechanism. 

The Nudge 

The intercession of an ANN tool at the clinician’s point of decision can be conceptualized 

as a nudge.  Thaler and Sunstein (2009) defined a nudge as, “…any aspect of the choice 

architecture that alters people’s behavior in a predictable way without forbidding any options or 

significantly changing their…incentives” (p. 6).  They identified several situations where nudges 

would be appropriate: “For decisions that are difficult and rare, when the decision makers do not 

get prompt feedback, and when they have trouble translating aspects of the situation into terms 

they can easily understand” (Thaler & Sunstein, 2009, p. 74).  This suggests that the nudge is 

neither decisive nor definitive, and that the success of the nudge relies on human recognition of 

its value at the time the nudge is provided.  The point where the ANN intersects with the clinical 

assessment is just such an opportunity, where the diagnostic/prognostic decision still relies upon 

the clinician’s skilled judgment, as well as the recognition by the clinician of the value that the 

nudge could bring to the decision.  This opportunity in clinical decision making was recognized 

by Lisboa and Taktak (2006, p. 413), who, in their systematic review of ANNs in cancer 

research, noted, “…computerized decision support systems serve not to instruct on a decision on 

a predicted outcome, but to modulate the clinician’s own decision by adding new evidence 
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through associative recall from historical data.”  It is just this opportunity which the nudge, as 

described above, provides. 

Concerning clinical assessment, certainly the process is not an easy one as demonstrated 

by the degree of expertise and experience required to attain the requisite skill (with the clinician 

typically achieving a doctorate degree along with years, if not decades, of experience in the 

field).  While some clinical assessments may be straightforward and repeatable processes, such 

as those determined through targeted laboratory tests, there is ample evidence that assessment 

and diagnoses are complex processes prone to human error.  The Institute of Medicine’s (1999) 

seminal report To Err is Human suggested that as many as 98,000 people die each year due to 

medical error, including misdiagnosis, implying that current practice is significantly flawed.  

Much more recently, in a six-year retrospective review of clinical diagnoses through autopsy 

findings, almost 10% of the 334 cases examined were identified as “class I” discrepancies – the 

autopsy revealing a diagnostic error with a potential impact on survival or treatment, including 

untreated infection, pulmonary embolism, and undiagnosed malignancy (Marshall & Milikowski, 

2017).  This suggests that some of those problems identified over 15 years ago are still unabated 

in clinical practice. 

Interestingly, in another study, which focused on diagnostic error, it was determined that, 

of the 100 cases of diagnostic error reviewed, 74 involved some form of cognitive error, mostly 

due to faulty synthesis or faulty data gathering – but only 11 were due to faulty knowledge or the 

lack of requisite skills (Graber et al., 2005, p. 1495).  This suggests significant cognitive process 

involvement in the diagnostic decision errors while less so for skills and competency – the 

diagnosing clinicians are capable, but they face challenges within the processes they use to come 

up with a proper diagnostic assessment.  And, as has been discussed, human cognitive biases and 
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heuristic thinking can influence the decision-making process even of the most expert clinician, as 

recognized in a more recent IoM report on diagnostics in healthcare (Balogh, Miller, & Ball, 

2015, pp. 31-68).  The factors of complexity, difficulty, and human bias, make clinical 

assessment a candidate application for an ANN’s objective “nudge.” 

Among Thaler and Sunstein’s (2009) list of situations where a nudge from an ANN 

would be appropriate, they cited instances “when the decision makers do not get prompt 

feedback” (p. 74). This lack of “feedback” can be interpreted to include situations where critical 

information (e.g., results of lab and radiology tests, outcomes from prior treatments) has been 

delayed or is not available at the time of a patient visit, especially an initial visit to a new 

provider.  Follow-on therapist evaluation and treatment orders can take several sessions to 

complete, and days or weeks can elapse before a significant outcome determination is reached 

and reported. While laboratory and radiology orders tend to be processed more quickly, even 

those processes can be protracted due to a variety of reasons, including the ancillary service 

provider’s resource availability and characteristics of inter-institutional communication and 

reporting systems, as suggested by Hawkins (2007).  Hawkins further observed that even in 

hospital Emergency Departments (EDs), the typical turnaround time for lab tests is as much as 

one to two hours (Hawkins, 2007, pp. 184-185), though clinical staff need lab results much 

sooner to support effective decision-making (pp. 181-182).  Delivery of lab results to non-ED 

clinics or medical offices typically takes even longer, due to distance from laboratories and the 

extra time needed to transfer specimens and communicate results. Thus, many factors can 

contribute to the delay of timely feedback after a patient’s initial presentation, which can lead to 

significant expenditures of time and resources in preliminary diagnostic assessments and patient 

interventions, both of which call for even greater reliance upon the clinician’s assessment skill. 
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Thus, as Thaler and Sunstein (2009) suggested, any tool that can provide a subtle, 

objective, evidence-based “nudge” to the clinician at the point of assessment would tend to 

improve the clinician’s performance.  As Thaler and Sunstein (2009) stated, “An important type 

of feedback is a warning that things are going wrong, or, even more helpful, are about to go 

wrong” (p. 92).  Indeed, clinicians are familiar with this sort of feedback, as part of their practice 

is to “nudge” their patients to take steps to improve their own healthcare outcomes (Blumenthal-

Barby & Burroughs, 2012).  In similar fashion, at critical decision points clinicians could benefit 

from the delivery of a parallel, evidence-based machine-learning derived assessment, whether 

confirmatory or contradictory.  Therefore a newer model beyond the one posited by Gant et al. 

(2001) is required to integrate these theories into one that can be implemented into clinical 

practice. 

The Concept Model Proposition 

As noted, Gant et al.’s (2001) original model did not include some established theories 

about the human decision-making process.  In his dissertation, Herbert Simon (1943) suggested 

that the human decision-making process incorporates subconscious patterns that can limit the 

decision-maker’s adaptability and skill (p. 202).  Humans, Simon said, are not automata that 

grind out decisions in clear, predictable ways.  Rather, the decision process is complex and 

subject to external influences that, as Simon (1943, p. 202) suggested, can be rationally modified 

when they are recognized and understood.  This concept is popularized in the current literature as 

the Homo economicus versus Homo sapiens debate (Thaler, 2000).  Several theoretical models 

explain this concept; three of them, chosen for inclusion in this study, can be viewed as 

illustrative of many of the cognitive behaviors involved in human decision making: 
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1) Satisficing – As defined by Simon (1997), the administrator (i.e., the decision-maker) 

looks for a course of action that is to some degree satisfactory or “good enough” (p. 

119).  “Good enough,” however, is a discretionary judgment based upon data 

availability and search sufficiency.  From a decision-making point of view, the 

benefit – and risk – of satisficing is that when the goal is to expedite a decision, the 

process can truncate the flow of information and discourage the evaluative thought 

process (Bate, Hutchinson, Underhill, and Maskrey, 2012, p. 615).  As posited by 

Campitelli and Gobet (2010), using the satisficing process implies relying on 

experience to define the expectation of how good the solution needs to be, and to stop 

the process when “good enough” has been achieved (p. 361). 

2) Sensemaking – In his seminal work, Weick (1993) posited that in organizations, “the 

basic idea of sensemaking is that reality is an ongoing accomplishment that emerges 

from efforts to create order and make retrospective sense of what occurs” (p. 635).  In 

the healthcare environment, the sensemaking process might be exemplified by how an 

Emergency Department physician responds to a large-scale trauma event.  The 

physician must triage and manage several, possibly many, critical cases 

simultaneously, while remaining clear-headed and objective enough to conduct 

assessments effectively without succumbing to distractions or being overwhelmed by 

the stress of being exposed to trauma in a medically urgent environment, which itself 

can lead to overconfidence (Berner & Graber, 2008).  Despite physicians’ generally 

well-developed metacognitive skills, Berner and Graber (2008, p. 519) noted that it is 

certainty of one’s skills, not uncertainty, which seems to contribute most strongly to 

diagnostic error.  That is, the more confident the clinician is in his or her assessment, 
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the greater the probability of diagnostic error.  And, as Weick (1993) noted, “Extreme 

confidence and extreme caution both can destroy what organizations most need in 

changing times, namely, curiosity, openness, and complex sensing” (p. 641).  Further, 

under crisis conditions, exposure to trauma can have adverse effect on human 

cognitive processes (Pearson & Clair, 1998; Weick, 2005). 

3) Heuristic thinking – Heuristic thinking (e.g., applying rules of thumb, making 

educated guesses), while intrinsic to the diagnostic process, has been found to be 

problematic in clinical practice.  Heuristic thinking is a natural consequence of 

critical thinking, which is a key component of clinical practice (West, Toplak, & 

Stanovich, 2008). As Simon (1979) recognized, heuristics seem to be a guiding 

principle in the psychology of problem-solving (p. 507).  Tversky and Kahneman 

(1974) also recognized this in a precursor to their landmark work on prospect theory.  

However, when clinicians apply rules of thumb (heuristic thinking) to patient 

diagnostic or prognostic decisions, those rules were sometimes found insufficient to 

address the complexity of the individual cases, and even more so when the clinician 

was confident of his or her initial decision.  Researchers have documented these flaws 

while noting that heuristic thinking is an established and accepted practice in clinical 

assessment (Croskerry, 2002; Croskerry, 2014; Graber et al., 2005; Kahneman, 2011; 

Simon, 1992; Stanovich & West, 2000; Thammasitboon & Cutrer, 2013). 

Given these cognitive models as mediators to the clinical decision-making process, this 

paper proposes a variant of Gant et al.’s (2001) Data Refinery model as its conceptual 

framework.  In this model, the output of the ANN network functions as a “nudge” (as posited by 

Thaler & Sunstein, 2009) to the clinician -  the Data Refinery using an ANN with a Nudge 
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(hereafter referred to as DRAWN); the nudge can either confirm or contradict the clinician’s 

assessment.  This variant model, shown graphically as Figure 3, fulfills the proposition by Lisboa 

and Taktak (2006, p. 413) that the ANN modulate the clinician’s decision, and it is described as 

follows.  At the outset, a validated ANN application specific to the diagnostic/prognostic 

question is engaged (this process, represented by the ANN Network operation shown in Figure 3, 

will be discussed in more detail below).  Input to the ANN consists of the particular case of 

concern in order to classify that case; the output (ANN Outcome) is presented to the clinician as 

a recommendation.  The network does not supersede, but rather augments, the human decision-

making process, and the patient case remains available to the clinician for review during the 

actual clinical assessment and subsequent clinical interventions. 

In
p

u
t

Input Assessment

Action

D
ecisio

n

Data Insight Clinical 
Decision

Clinician 
Review and 
Assessment

Patient 
Case

Features Interpretation
Preprocessing, 

filtering
Data 

Interpretation

Human
Clinician

Recommendation
ANN 

Network N
U

D
G

E

Heuristic 
Thinking

SensemakingSatisficing

 

 

 

 

 

Figure 3. Data Refinery using ANN with a Nudge (DRAWN) – Methodological Model of a 

General Use ANN Implementation within the Clinical Decision-Making Process 
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However, the clinical assessment is itself a process of significant complexity, as noted 

above and as illustrated in Figure 3.  The cognitive process theories discussed above (and 

possibly others), can influence the human decision-making process. These potential influences 

are modeled here are as mediator variables that influence the outcome, as opposed to moderators 

which are more directive towards it; the variables are based upon the theoretical processes that 

suggest how humans arrive at decisions. 

One further aspect of this approach warrants discussion, namely, the post-analysis 

inclusion of the newly evaluated patient case back into the ANN training dataset.  The 

introduction of this new data refines the ANN tool and maximizes the value of findings for future 

cases.  Thus, the ANN is iterative and can be continuously developed and expanded, rather than 

existing solely as a static model as would be expected for a typical mathematical archetype (e.g., 

multivariate regression).  This final step is shown in the complete version of the model as 

represented as Figure 4, where the ANN Network model shown in Figure 3 has been expanded to 

include the training toolset.  In this model, the ANN becomes an ongoing learning toolset with 

the expectation that accuracy will continue to improve as more cases are added to the training 

dataset. In this way, the ANN “learns” from its experience, similarly to how humans improve 

decision-making skills through continued experience. 
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This model of evidence-based, ANN-augmented, clinical decision-making becomes the 

foundation for this proposal for a new approach to clinical assessment for diagnostic and 

prognostic purposes.  However, it is first necessary to demonstrate that ANN tools are generally 

sound, effective devices for supporting clinical assessments, hence the object of this systematic 

review.   

The Venn diagram in Figure 5 illustrates the use of ANN technology in clinical studies 

across a spectrum of applications, suggesting its potential contribution to clinical decision 

making.  This is not to suggest that the ANN algorithms across these implementations are 

Figure 4. Expanded DRAWN Model Detail - Methodological model of a dynamically 

updated general use ANN implementation within the clinical decision-making process. 
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identical, but that the functional usage is the same: that is, that a learning system is applied to 

training data that configures itself to the relationships found within the data and makes its 

findings available for use in non-training cases. 

Understanding the Potential for ANN Use in Practice 

Given the presented definition and description of the ANN, its function, and its potential 

application to reliable healthcare decision making, this brings us back to the question noted 

earlier: Why bother?  Why should healthcare 

institutions invest in ANN tools if they can 

do nothing more confirm the knowledge, 

expertise, and experience of highly skilled 

clinicians?   

One answer lies in how in the context 

of individual cases the ANN tool can raise 

issues or questions not previously recognized 

or known.  This is due to how the ANN 

learns – not as humans do, from limited 

personal experience or a finite set of 

prescriptive texts and lessons – but from the non-presumptive dataset of evidenced patient 

parameters and validated outcomes.   

In addition, ANNs do not display any of the cognitive flaws inherent in human decision 

making such as confirmation bias (that is, the expectation that subsequent evidence is of 

particular value only when it is in support of initial findings – Rousseau, 2012, p. 6).  Indeed, 

ANNs

Clinical Studies that Employ 
Artificial Neural Networks

Figure 5. ANN Models at the Core of Analyzed 

Studies: The model which we use to explore 

using this Systematic Review. 
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Flyvbjerg (2004), in his review of case study research, observed that Francis Bacon recognized 

this attribute of human decision making as early as 1852: 

The human understanding from its peculiar nature, easily supposes a greater degree of 

order and equality in things than it really finds.  When any proposition has been laid 

down, the human understanding forces everything else to add fresh support and 

confirmation.  It is the peculiar and perpetual error of the human understanding to be 

more moved and excited by affirmatives than negatives. (p. 428). 

By contrast, the evidence-driven ANN has no confirmation reference, only the objective 

mapping of inputs to output variables as learned from the training set.  When presented with 

contradictory information, the ANN simply uses that data to adjust its network as necessary to 

reflect that discrepancy, unlike humans, who tend to ignore contradictions that do not align with 

their expectations. 

A theory of human thinking that contributes to this understanding was recently 

introduced by Nobel laureate Daniel Kahneman: WYSIATI, or What You See Is All There Is 

(Kahneman, 2011, p. 85). Kahneman, who defined WYSIATI as “Jumping to conclusions on the 

basis of limited evidence,” considered this concept key to understanding intuitive thinking in 

humans (Kahneman, 2011, p. 86). The concept is supported by other well-accepted research 

(Pettigrew & Roberts, 2006, p. 130).  Within the context of the ANN tool, generating the 

network with insufficient or incomplete data could limit effective decision-making in the same 

way that jumping to a conclusion can do for a human decision maker.  However, our review has 

accounted for this through the Weight of Evidence analysis (see Chapter 4) where we reject 

studies that rely on insufficient data. 
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A related aspect of Kahneman’s work was the research that he and Amos Tversky did on 

what they called the availability heuristic – that is, the process of judging a decision by the ease 

with which seemingly similar instances come to mind (Kahneman, 2011, p. 129).  This can be 

related to how one might design a categorization study, defining subjectively what groupings to 

analyze and deciding how to stratify the data.  Are the chosen categories the best match for what 

actually appears in the data, or were investigators’ decisions biased by (for example) clinical 

practice standards, or even by their reading of a recent study that used a similar approach to 

gradation of data?  Though the choices we make may at first seem clear and reasonable, with 

greater scrutiny they might not appear as objective or as effective as some alternatives; yet those 

choices will have a potentially significant effect on the outcome and findings of the study. 

The ANN, on the other hand, has no preset conditions, no availability heuristic to use as a 

resource (unless we use a pre-loaded/pre-configured network to start, rather than trained one – a 

very unwise choice, for good reason as noted here).  In addition, there is no preliminary finding 

from which to assert a confirmation bias or availability heuristic.  The ANN is influenced only 

by the plodding iterative analysis of the training dataset (and later additions of clinical cases, as 

mentioned above), which likely includes information not easily available within the clinician’s 

knowledge base. This does not imply that ANNs are without their potential pitfalls, such as noted 

by the local minimum (gradient descent algorithm) issue presented in Appendix A.  However, 

given the mitigating approaches derived through the network training process – such as use of a 

sufficiently-sized training data set and determination of network reasonableness by using specific 

test cases for validation – the ANN should provide a reliable and effective tool in establishing 

relationships between the network inputs and its output(s), based solely upon its training data set. 
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From the perspective of the healthcare manager, this effectiveness can be examined in the 

context of organizational change, specifically change management.  Social scientists Van de Ven 

and Poole (1995) viewed change as involving a connected sequence of events, decisions and 

actions.  What differs here is the degree to which the change theory they present follows certain 

essential stages and the extent to which the direction of change is constructed or predetermined. 

As noted earlier, Van de Ven and Poole posited four “ideal-type” theories, or “motors” that drive 

social and biological change: life-cycle, teleological, dialectical, and evolutionary (Van de Ven 

& Poole, 1995, p. 511-513).  While they describe some ordination to those related events, 

decisions, and actions, the concept is not necessarily restricted to a temporal frame of 

immediacy, as one might suggest is the case for a clinical assessment within the context of a 

clinical practice. Thus, the concept model proposed here suggests the application of Thaler's 

decision-making nudge (Thaler, 2000; Thaler & Sunstein, 2009).  The ANN is a decision 

influencer, but its timing is crucial to the decision and how it is made. If the ANN is presented 

too early in the process, it becomes, essentially, a fall guy for the decision-making process (in 

Simon's, 1979, terms, it satisfices the requirement for the decision, hence no further action is 

required).  If it is presented too late in the process, then there is opportunity for human 

confirmation bias to intervene (Kahneman, 2011; Mendel, et al., 2011), enabling the decision-

maker to resist any explanation that does not conform to his or her established thought. 

Conceptually similar to Malcolm Gladwell's (2002) concept of a tipping point, the ANN 

represents a temporally critical intervention that may, or may not, alter a process. 

Dynamic Clinical Decision-making Logic Chain 

As a means of summarizing the theoretical propositions laid out by this chapter, a logic 

chain table is presented in Appendix E to illustrate how the referenced social science theories 
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described above play into the design of the concept model presented earlier in Figure 4.  The 

basis of that table is found in the following seven proposition statements: 

 Humans have been shown to be flawed decision makers. 

 Cognitive mechanisms have been shown to contribute to human analytical 

limitations. 

 ANNs are evidence-based decision networks based on collections of relevant data to 

which the ANN has been trained, and which are commonly applied in clinical 

research. 

 ANNs have been used almost exclusively in research, but only rarely applied to 

clinical practice. 

 Employing an ANN as a “nudge” within the clinical decision-making process can 

prove effective in improving decision outcomes. 

 The cost of ANN implementation can be offset by a reduction in clinical judgement 

error and its associated costs. 

 The use of ANNs in research has yielded evidence for their value to practice, showing 

them to be effective decision-making tools (the primary research contribution of this 

paper). 

As the table indicates, each of the seven propositions is described in column two, and the 

theoretical basis for those claims is presented in the column three.  This table, then, presents the 

evidentiary basis for the proposed concept model, and provides the foundation upon which any 

assertions proposed in Chapter 6, along with this study’s results in Chapter 5, might 

communicate a measure of the value this research provides to clinical practice. 
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Chapter 4 – Methodology 

After the discussion on ANN technology (Appendix A), its use in published clinical 

research (Chapter 2), and the conceptual framework (Chapter 3), what follows is a review of the 

methodology employed for this systematic review process, specifically an examination of the 

search protocols used.  But before that discussion there are some research question parameters 

that must be explained – the selection of only those studies that use ANNs as prognostic and 

diagnostic classifiers, and a discussion of how ANNs in comparative methodology studies (those 

that used ANNs along with other techniques and compared their findings) were analyzed. 

To begin, the research question analysis is limited to those works where the ANN was 

used as a classifier and not as a generalized predictor, time-series forecaster, or clustering 

analyzer (as defined by Bigus, 1996, pp. 38-40).  The reason for this selection is that classifiers 

have been identified for their particular use in healthcare applications, specifically for prognostic 

and diagnostic studies (Amato et al., 2013; Ghavami, 2012; Kumar & Kumar, 2013).  Further, 

such applications of ANNs are directly employable within a clinical practice, where diagnostic 

and prognostic classification is essential to the determination of patient treatment.  As the intent 

here is to determine if ANN usage in practice is warranted, then it is appropriate to limit that 

examination to those applications where use in practice is relevant and appropriate. 

Next we need to define how those studies which used ANN-based tools as one of several 

concurrent approaches (versus exclusively) were dealt with in this review, and how those 

components were isolated for inclusion within the study.  As part of this systematic review, we 

retained studies that contained a performance measure for a diagnostic/prognostic assessment 

process using an ANN regardless of whether that was the only application evaluated by the 

source study.  This is supported by an accepted purpose of systematic review, namely, that it is 
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intended to produce more than a summary of the primary studies (Briner & Denyer, 2012, p. 

123; Briner, Denyer, & Rousseau, 2009, p. 26).  Thus, if a study compared ANNs and one or 

more alternate methods of assessment (for example, a pre-defined clinical algorithm in general 

use) the study would still be relevant, but only as to its ANN components; references to, and 

comparisons with, other methods and approaches would be disregarded for this analysis. 

Initial Search Protocol Design 

An initial search protocol was created to identify healthcare-related studies that used 

ANN systems as the principal means of evaluating a diagnostic or prognostic assessment, 

specifically using ANN as a classification tool to select among various outcomes.  Depending on 

the ANN model, the classification would be determined by the tool’s outcome variable(s) with 

the inputs sourced from the dataset under analysis by the study, all processed using the software 

that study selected.  Of particular interest was how the studies identified their outcomes in terms 

of performance, or effectiveness, as rated by some measure of the accuracy of the ANN 

predictions. 

As was noted in Chapter 2, many of the studies used one of two techniques for assessing 

performance.  The first technique is prediction rate, that is, the number of correct predictions as 

a percent of all predictions made; this reports performance as a rate of prediction success 

calculated from the network derived from the training dataset, and representing the general 

success rate of the final ANN form.  If the study’s training dataset were representative of the full 

population, then this rate should not vary greatly from that of the general population.  The other 

technique, the Receiver Operating Characteristic (ROC), is the graphical representation of the 

trade-off between the network’s sensitivity and its specificity (also defined in Chapter 2), and 

what has been called a “threshold” – that is, the decision point that determines success or failure 
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for the output (Faisal, Taib, & Ibrahim, 2012, pp. 665-666; Holst, Ohlsson, Peterson, & 

Edenbrandt, 1999, p. 414; Lee et al., 2010, p. 1480; Uğuz, 2012, p. 70).  As with prediction rate, 

given a representative training set the ROC measure should be generalizable.  Independently 

reported sensitivity/specificity measures can be viewed similarly, given that ROC values 

themselves are directly based upon sensitivity and specificity measures.     

While prediction rate and ROC (and, consequently, sensitivity/specificity), as used with 

ANNs, are nonparametric measures of performance (there is no underlying assumption made 

about data distribution, and large datasets are not summarized prior to assessment – Russell & 

Norvig, 2014, p. 769), they are predicated on evaluating the ANN’s ability to predict real-world 

outcomes.  As noted earlier, we have assumed that the success of ANN implementations as 

reported in these studies has been confirmed through the peer-review process.  It remains to be 

demonstrated whether any particular outcome prediction rate is materially better than any other 

(for example, how does a rate of 88.5% compare to one of 84.3%).  We have only the 

presumption that those are both substantially better than 50% (that of pure chance); indeed, this 

remains a primary challenge associated with the application of ANN technology to clinical 

decision making, one that may be resolved over time as more research is carried out and as real-

life applications can be evaluated.  Nonetheless, the findings of the reviewed studies will stand as 

the yardstick of success within the present paper. 

Information Sources and the Boolean Search Criteria 

Next, we review the actual search protocol used to identify relevant studies.  As with 

other phases of this study, the initial search activities provided insights that promoted revision of 

search criteria, as identified below.  The entire process has been summarized in Appendix F 

(PRISMA 2009 Flow Diagram), in accordance with the PRISMA Statement (Liberati et al, 
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2009).  A detailed description of each of the steps is given below and in the following two 

sections of this chapter. 

The initial search was completed in October 2016 in UMUC Library’s OneSearch 

database, a service provided to UMUC students by contract with EBSCO Information Services.  

UMUC OneSearch allows simultaneous searches of databases to which the UMUC Library 

subscribes, which at the time of the search completion included 53 databases and seven 

“additional resources” (UMUC Library, 2016, Which databases are included in OneSearch?).  

The Boolean criteria for that search selection were as follows: 

 Subject: (“health*” OR “medic*” OR “clinic*”) 

 All: “artificial neural network” AND “classif*” 

 Include: (Full-Text / Peer-reviewed) 

 Timeframe: >=2004 (keeping to current studies, defined here as those within the decade 

prior to the initial search year of 2014). 

 Source databases: UMUC OneSource (EBSCO), MEDLINE, CINAHL Complete 

This search yielded 64 published articles.  In consideration of the desired breadth of this study, 

this initial set was augmented by additional searches from two other sources, iCONN 

(OneSearch at the University of Connecticut in Storrs, CT) and the National Library of 

Medicine/National Institutes of Health’s PubMed database.  Because of differences in the user 

interfaces between these resources and the UMUC OneSearch library application (the Subject 

selections did not map to the search engine’s requisite topics), the output yielded responses in the 

thousands.  After refining the output by sorting for “Relevance,” 100 articles (of roughly 11,000) 

were selected from iCONN and 200 (of roughly 17,000) from NLM/NIH PubMed.  Concerning 
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gray, or unpublished, research, an extensive search yielded only one item, but it did not meet the 

initial selection criteria and so was not included. 

Some papers identified for this study were available only as pre-publication authors’ 

manuscripts; access to the published versions was possible only on a fee or subscription basis. 

This was particularly true for some of the articles retrieved through the NLM/NIH PubMed 

database.  The National Institutes of Health (NIH) Public Access database provided author 

manuscripts whereas other resources provided only abstracts.  According to NLM/NIH PubMed 

Central (2017), an author manuscript is a version of a paper that has been peer reviewed and 

accepted for publication by the journal, and the only remaining steps between it and the 

published journal are copyediting and typesetting (Author Manuscripts in PMC, para. 2).  

Therefore, for the purpose of this study, these authors’ manuscripts are considered to be 

equivalent to their published versions in quality and academic value. 

Together, these search processes yielded citations for 364 candidate articles whose 

citations were imported into a Microsoft Access database for analysis.  Each citation was 

assigned a unique Study ID number (1-364) to aid in cross-referencing during the latter steps of 

the review. After identification and removal of 75 duplicate citations (identified as articles 

having in common both the title and primary author), 289 articles remained in the dataset.  Next, 

the abstracts were reviewed to identify articles where ANNs were used for a classification 

analysis (clinical diagnosis or prognosis) and in which ANNs were a primary focus of the 

research, that were related to healthcare or medicine. 

Abstract Review and Analysis 

These 289 abstracts were screened twice, first to identify studies that focused on 

diagnosis or prognosis, and the second to identify those that were germane to this systematic 
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review.  In the first screening, each abstract was reviewed to determine if the study included 

either a diagnostic or prognostic outcome; that is, was the study done in order to determine the 

presence of a particular disease, malady, or set of symptoms (diagnostic) or was it done in order 

to predict future outcomes of an existing disease or malady (prognostic)?
 
  The abstract 

assessment was a brief examination based only on the abstract’s content, while the detailed 

diagnostic/prognostic determination is a part of the Weight of Evidence appraisal for studies that 

passed this initial screening process.  These two measures relate very strongly to direct clinical 

practice and patient care, and are not theoretical assessments, such as attempting to isolate a set 

of gene expressions or classifying clinical device performance efficiencies.  The abstracts were 

also examined to identify studies specific to human care and outcomes and to eliminate those 

focused on animal or plant topics. 

In the second screening, each abstract was reviewed to determine if the study was 

germane to this systematic review; that is, did the abstract suggest that the study was, indeed, 

primarily an evaluation of ANN performance (possibly in conjunction with other 

methodologies), and was the study clearly related to healthcare clinical practice?  This phase of 

the review identified several false positives, or articles that matched the search criteria but turned 

out to be not relevant.  For example, several studies were drug performance assessments while 

others focused on pattern recognition not related to diagnostic/prognostic assessment.  These 

were removed from the dataset. 

Thus, 162 of the 289 studies did not survive the abstract screening process, leaving 127 

studies that would be subjected to a Weight of Evidence appraisal.  The references for these 127 

studies are listed separately in Appendix G. 
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Weight of Evidence Analysis 

 

The methodology employed to assess the fitness of the remaining studies was proposed 

by Gough (2007) in his framework for appraisal of quality and relevance of evidence, referred to 

as Weight of Evidence (WoE).  As Gough stated (2007, p. 214), “Being specific about what we 

know and how we know it requires us to become clearer about the nature of the evaluative 

judgments we are making about the questions that we are asking, the evidence we select, and the 

manner in which we appraise and use it.”  Later, with Harden, he recommended WoE as a, 

“…framework [that] can be used as a practical strategy for critical appraisal to ensure that 

all…dimensions are systematically considered in a review” (Harden & Gough, 2012, p. 161).  

Gough (2007, p. 223) also suggested that the WoE framework should divide the evidence among 

four categories: 

A) A generic judgment about the coherence and integrity of the evidence in its own 

terms. 

B) A review-specific judgment about the appropriateness of that form of evidence for 

answering the review question (the “fit for purpose” assessment) 

C) A review-specific judgment about the relevance of the focus of the evidence for the 

review question. 

D) An overall assessment of the extent that a study contributes evidence to answering the 

review question. 

To that end, a rubric based on Gough’s WoE framework (Table 4-1) was developed by which to 

quantify the worthiness of each study and its applicability to this review, specifically its research 

questions. 
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Table 4-1. 

Weight of Evidence Appraisal Scoring 

Weight of 
Evidence Description High Medium Low 

A Quality of study execution 
Clarity of purpose: accuracy; 
understandability; method-specific 
quality. 

3 2 1 

B Appropriateness, relates to the 
review question 
Fit for methodological purpose. 

3 2 1 

C Provides a relevant answer to the 
research question 
Has utility and value, findings were 
generated ethically and 
appropriately. 

3 2 1 

D Overall assessment of weight of 
evidence findings 
A mathematical sum of A through C 
above. 

8-9 5-7 3-4 

Note. Weight of Evidence appraisal scoring matrix adapted from Gough, 2007, and from Harden 
& Gough, 2012. 

 

A set of questions relating to each WoE category was developed to uniformly evaluate 

the WoE scoring of each of the papers under review.  The questions were used within each of the 

WoE categorizations below and replicated in Appendix H (Weight of Evidence Scoring Matrix).  

In that matrix, each study is shown in the first two columns, indicating its Study ID number and 

the article’s author and date of publication.  These are followed by the WoE scoring assessments 

which are described below. 

Weight of Evidence Analysis Questions 

1. Weight of Evidence – A (Quality of execution) 

a. Was the number of cases examined sufficient (at least 30 were required to 

ensure some degree of statistical significance)?  That 30 case minimum was 

determined by Hogg, Tanis, and Zimmerman (2015, p. 202) to be a rule of thumb 
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measure based on a normally distributed sample.  VanVoorhis and Morgan (2007, p. 

48) suggested around 50 for regression-related studies (similar to classification 

ANNs), but in order not to exclude articles that employed a statistical process 

(ANNs) that were not well studied for case minimums, the lower measure was 

selected for use here.  In addition, only individual patient case selections were 

counted since multiple samples from the same patient could introduce confounding 

issues. 

b. Was a defined ANN validation process employed?  (This would typically 

consist of either a k-fold cross analysis of the data, or at least a hold-back; for 

example, training done on 30% of the data, validation on another 30%, and the 

remaining 40% used for actual testing, or studies that split the dataset between 

just training and testing) 

c. Was the study clear in its introduction and in its outcomes as being 

appropriate to either a diagnostic or a prognostic application? 

Weight of Evidence – B (Appropriateness / fit for methodological purpose) 

a. Was the study focused solely on ANN performance?  Or did ANN 

performance make up a major component of the analysis (for example, a 

comparison between ANN and Logistic Regression)?  (Recall that we earlier 

acknowledged accepting comparison studies that included ANNs among the 

candidate tools being evaluated.) 

Weight of Evidence – C (Provides a relevant answer to this study’s RQs) 

a. Was ANN performance outcome measured and provided in a standardized 

form, such as Prediction Percent, Specificity/Sensitivity Scores, or as an Area 

Under the Receiver Operating Curve [AUROC or ROC] Score)? 
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b. Were sufficient details provided for the ANN technology examined, including 

any hybridization or special algorithmic components applied, as required for 

RQ #2)? 

The “Accept?” column contains the WoE inclusion determination (Yes/No) for each 

study.  The “Comments” column records observations about papers that did not fit the model as 

required for this study (for example, studies that employ Complex Discrete Wavelet Functions – 

highly complex variants of ANNs – that would not allow for the same “footing” to be established 

as for more traditional ANN implementations, such as a Multilayer Perceptron Neural Network 

[MLPNN] form).  The WoE assessment was done using QSR International’s NVivo 11 Pro for 

Windows (version 11.4.1.1064, 64-bit); This enabled us to directly connect the response for each 

question to a specific line, paragraph, or section within the study being evaluated, both to 

establish coding transparency and to provide a method for cross-validation should there be 

challenges to the methodology employed. 

The question assessment responses are noted in Appendix F (Weight of Evidence 

Analysis), with each of the question-related column’s entries having one of three possible values: 

 Yes – the question was fully satisfied by this study. 

 Some – Some aspects of the question were satisfied, but the question was only partially 

addressed. 

 No – the question was not satisfied by this study. 

A subjective assessment was then made for the WoE category, and a score assigned and entered 

into the appropriate “Score” column, using a High (3), Medium (2), or Low (1) compliance value 

for each W-E category.  The scores were totaled (WoE-A through WoE-C) to arrive at a WoE-D 

score (“Total”) which was then used for the final determination of inclusion. 
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Finally, full texts of eight of the 127 target articles were not available for review due to 

licensing restraints of the search database used; this was noted in the comments for each study. 

Final WoE Determination 

Each of the studies was reviewed and scored in accordance with each WoE category (A-

C), and those results were summed to generate the Total WoE category (D).  A final 

determination of appropriateness was based upon the following factors: 

1. The WoE-D value equaled or exceeded a score of 7 (that is, as the statistical analysis 

in Table 4-2 shows, only those scoring above the sample mean were included, as a 

fairly high bar was desired to ensure appropriate study selection) 

 

2. None of the other WoE score columns (A-C) values were scored as 1 (that is, all the 

WoE columns scored 2 or 3), essentially removing all studies with a Low score in any 

one of the WoE categories. 

Table 4-2. 

Descriptive Statistics of the WoE-D 

Column for Reviewed Studies 

 
Note: Descriptive statistics based upon the 

WoE-D scoring of all 127 studies examined 

for this review. 

WoE-D Descriptive Statistics

Mean 6.9449      

Standard Error 0.2071      

Median 8.0000      

Mode 9.0000      

Standard Deviation 2.3344      

Sample Variance 5.4493      

Kurtosis 1.5050      

Skewness (1.4918)    

Range 8.0000      

Minimum 1.0000      

Maximum 9.0000      

Sum 882.0000 

Count 127.0000 
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Factor 1 was based on the assumption that, if review totals were normally distributed, 

then only the upper range of the articles, at best, would achieve acceptance.  As can be seen in 

Table 4-2, the sample set mean was under seven, meaning that those that were selected had 

achieved better-than-average total scores.   Factor 2 eliminated any study that received a Low 

score for any of the WoE individual criteria, regardless of the WoE total score. 

After these reviews and evaluations, 74 studies were assigned a “Yes” in the Accepted 

column; only these were included in the Research Question (RQ) analysis. All that were assigned 

a “No” response in that column were discarded.  The entire selection process is summarized in 

the PRISMA Flow Diagram shown in Appendix D. 

Data Collection Process 

 

The data coding methodology employed in this review is somewhat unusual.  While 

coding of each study is done, it is not in the standard form of, say, a thematic synthesis, where, as 

noted by Barnett-Page and Thomas (2009, p. 11), free codes of findings are organized into 

“descriptive” themes that are further interpreted into analytical themes.  In the present study, the 

coding is based on a specific indicator, such as a learning algorithm identified within the study, 

and not an algorithmic theme.  Thus, from an epistemological perspective, this study is similar in 

its approach to a quantitative analysis, using a systematic application of procedures to ensure 

objectivity and minimize bias, as contrasted with the purposeful approach of qualitative research 

(Bethel & Bernard, 2010, p. 235). Yet one can also view this process as taking a somewhat 

purposeful approach in that some of the naming conventions used for choice of algorithm are not 

standardized across studies.  Thus, some judgment was used to determine where the 

specifications, even if named differently, represent the same use, and therefore categorizing them 
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collectively as one state.  Moreover, even when the categories differ, the approach was similar 

for both the WoE coding and the RQ coding, as discussed below. 

Still, this approach does not meet the definition of qualitative coding proposed by Miles, 

Huberman, and Saldaña (2014, p. 71): “Codes are labels that assign symbolic meaning to the 

descriptive or inferential information complied during a study.”  It might be more closely 

identified with Mays, Pope, and Popay’s (2005, p. 114) content analysis, a systematic technique 

for categorizing data which can be used in the synthesis of findings from multiple studies to 

count how often each category occurs in order to identify dominant findings and make 

generalizations.  During the data-gathering discussion that follows, we will define how these 

categories were developed, with the intent, as with categorical coding, to supply 

“…unambiguous definitions that are consistently applied” (Oliver & Sutcliffe, 2012, p. 148). 

Data Element Extraction for RQ Analysis 

We now come to the RQ data collection, the process of compiling the information needed 

to answer this paper’s RQs.  Eight data elements were collected from each of the selected 

studies, using the same NVivo 11 Pro for Windows coding tool that was used for the Weight of 

Evidence analysis.  The data were assembled into a table for review (Appendix I, Research 

Question Analytics Database).  The data items collected are as follows: 

 What performance measure was used, and what was its outcome value?  That is, what 

measure was used (e.g., prediction percent, ROC, sensitivity/specificity values, etc.) 

and what was the actual value attached to that performance measure (either a percent 

or a pair of percentages, the latter to signify both sensitivity and specificity values). 

This information was typically extracted from the Results, Findings, or Discussion 
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sections, and was evaluated to determine how best to categorize its assessment of 

ANN performance. 

 Did the performance measure indicate a successful outcome?  For the purposes of this 

study, three measures of success were applied: 

1. Full – the performance was fully successful as reported by the study author(s). 

2. Partial – the performance success was limited, due to mixed findings.  For 

example, overall performance percent may have been strong, but sensitivity or 

specificity lagged, or the ANN’s overall performance was rated as effective but a 

competitive methodology (e.g., Logistic Regression or a Decision Tree) 

performed even better.  Finally, if the reported measure did not meet the threshold 

established for this study (a performance rate of 80% - see the Data Discoveries 

section in Chapter 5 for detail on how that was determined). 

3. Failed – the performance was not successful; the results did not demonstrate that 

the ANN could classify the inputs to yield a reasonably predictive measure, as 

reported by the study author(s) – set at a performance rate of 60% (only slightly 

better than chance).  Again, reference the Data Discoveries section of Chapter 5 

for more detail. 

 Where did the ANN classifier perform well, and where did it not?  Four data elements 

were targeted to identify the ANN application used. 

1. Study type – identified either diagnostic or prognostic. 

2. ANN application – identified the internal design methodology used for the ANN 

(refer to Appendix A for more detail). 
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3. Hybridization – identified when the ANN was used in conjunction with some 

other classification methodology (which would have augmented and, presumably, 

improved the classification ability of an ANN used as a stand-alone tool) and 

identified the augmenting tool. 

4. Algorithm use – identified instances when a particular ANN algorithm applied 

(internally) was expected to enhance the classification ability of the ANN 

processor (e.g., Levenberg-Marquart). 

 The ANN study’s healthcare application –what was the disease, malady, issue, or 

clinical condition assessed within the study.  This information also helped to 

determine if ANN success or failure was pertinent to particular healthcare issues, a 

part of RQ #2. 

Data was collected by assessing the articles selected for review (using the same QSR 

International’s NVivo 11 Pro for Windows application that had been used for the WoE analysis), 

defining specific Nodes for each of the data items identified above, and transposing that coding 

into Appendix G – Research Question Analytics Database.  The final analysis used the first three 

values to develop the answer to RQ #1 (how well did ANNs perform in the selected studies?) 

and used the last five values to address RQ #2 (where did they perform well or poorly?).  That 

analysis is presented in Chapter 6 (Implications for Practice). 

Examples of Data Extraction 

In order to aid in transparency for this process, two studies were randomly selected from 

the 127 used for the RQ analysis, one that passed and one that did not (these two marked-up 

articles are reproduced in Appendix J).  One includes only the Weight of Evidence (WoE) 

analysis, which it did not pass.  The other appears twice, one for the Weight of Evidence (WoE) 
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analysis and the other (since it passed WoE) for RQ data collection.  What follows is a narrative 

review of these studies as a means to exemplify the data extraction process  The format for 

Appendix J, for both studies presented, is that the related scoring matrix for each article shows at 

the top of the article’s first page (including its final scoring) while the article itself follows.  The 

referenced content is highlighted while, to the right, a coding bar makes clear the relation of that 

highlighted material to the scoring for which it applies.  This format has been adapted directly 

from the NVivo application. 

The first example in Appendix J is Andersson, Heijl, Bizios, and Bengtsson (2013).  To 

begin, the highlighted part of paragraph two on p. 414 (Andersson et al., 2013) provides some 

explanation of the ANN design (WoE-C, Provide ANN Details).  It notes that the ANN was 

developed for a previous study, hence one would need to refer to that cited study to obtain more 

information on how the ANN was designed and developed (e.g., what algorithm(s) were used, 

what software was used to create it, etc.).  Next, the highlighted third paragraph on p. 414 of 

Andersson et al. (2013) specifically indicates that it is a diagnostic study, and that it compares 

clinicians and a “fully trained ANN” – therefore, both the first WoE-A question (Diagnostic or 

Prognostic Application) and the sole WoE-B question (ANN Related Study) could be answered 

directly from this paragraph.  The final paragraph on that page (Andersson et al., 2013, p. 414-

415) gives more indication of the ANN details (WoE-C) as well as a tidbit of information related 

to the ANN’s validation process (WoE-A).  Andersson et al. (2013. p. 415) provided ANN 

performance factors, addressing that issue for WoE-C.  Finally, the number of patient cases was 

identified in the first paragraph of the Results section on that same page (Andersson et al., 2013, 

p. 415).  That presents sufficient evidence to identify all of the WoE indicators, which allows us 

to make the acceptance determination.  As noted in the matrix at the top, this work was rejected 
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from the present study since there was no validation process nor much in the way of specific 

ANN detail, even though some other assessments were acceptable for use within this study. 

The second study (McLaren, Chen, Nie, & Su, 2009) includes a WoE analysis and an RQ 

analysis.  Beginning with the WoE (second article in Appendix J), the first highlighted coding 

elements (McLaren et al., 2009, p. 2-3) note that the study assessed a diagnostic performance 

(WoE-A, Diagnostic or Prognostic Application) and compared the performance of ANNs against 

logistic regression (WoE-B, ANN Related Study).  Next, McLaren et al. (2009) identified 71 

individual patient cases selected as their sample (WoE-A, Number of Cases Examined) as well 

as information on the ANN design (WoE-C, Provides ANN Details), both on page three.  Lastly, 

McLaren et al. (2009) described the ANN cross-validation used (WoE-A, Validation Process) on 

page four, and, finally, they provided outcome performance measures (WoE-C, ANN 

Performance) on page six.  Thus, as can be seen in the matrix at the top of the article, this study 

met the WoE criteria for acceptance. (The only issue noted was the limited detail on the ANN 

structure, but what was provided was sufficient for this review). 

As an example of RQ coding we revisit the McLaren et al. (2009) study, particularly the 

coding detail provided in the third article in Appendix J.  While this is the same article coded for 

WoE review earlier, this pass looks at the detail differently.  Again, with the scoring matrix at the 

top of the article’s first page, and with the coding bars from NVivo to the right, one can identify 

where each highlighted section applies.  While there is cross-over to the WoE analysis, the first 

highlighted section indicates that the coding here is different.  In this instance (McLaren et al., 

2009, p. 2), the highlight provides the answer to the question of what the clinical application on 

which this study focuses (the last part of RQ #2) – in this case, breast cancer.  And just below 

that, another part of the RQ #2 Methodology question is addressed, whether this was a diagnostic 
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or prognostic study (this same node was coded for the WoE assessment to determine if it was 

either of those) – again, in this instance, it was a diagnostic study.  One can proceed through the 

remainder of the article to examine the additional coding and to note how those reflect back to 

the scoring matrix located at the top. 

Chapter 5 – Research Findings and Discussion 

With the data collected, we commence with a discussion of the research findings.  

However, during the process of examining and evaluating the data, certain data variations were 

discovered that were difficult to reconcile using the methodologies chosen.  Therefore, what 

follows first is a discussion on how those discoveries were reconciled with the methodology 

selected to ensure that the findings are consistent with the intent (examining ANN effectiveness). 

Research Question Data Analysis 

This now brings us to the primary discussion, that is, how the research findings addressed 

the two research questions (RQs) for this study.  Each RQ is examined independently, followed 

by a discussion of the overall combined results from the two RQs.   

Evaluation regarding research question #1 (RQ1). 

The first research question posed in Chapter 1 seeks to determine how well ANNs 

performed in the research studies selected: 

When ANN models have been used in healthcare studies, were they applied effectively as 

a high precision diagnostic or prognostic tool? 

The first measure to be assessed in addressing this question is, how did ANNs perform in 

general, without regard to any other factors?  Overall, 62 of the 74 studies (84%) were Fully 

successful, with the remaining 12 (16%) rated as Partially successful.  While those measures 

alone can be interpreted as affirming ANN performance (in 84% of the studies examined, ANNs 
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achieved a predictive power of 80% or better), this still leaves too much room for error, given 

that this is a healthcare setting and the consequences of error are high, as detailed in Chapters 1 

and 2.  Thus, we need to dig further into the data to identify further evidence to support an 

assessment of relative effectiveness. 

Analysis of diagnostic and prognostic study types provides a more nuanced evaluation, as 

shown in Table 5-1.  For the 20 prognostic studies reviewed, the data indicated that 15 (75%) 

were Fully successful, and for the 54 diagnostic studies, 47 (87%) achieved Fully successful; as 

with the aggregate above, these are fairly high marks.  Some analysis of the differences between 

those types of studies will be examined in greater detail later in this chapter, but at worst, 75% of 

the time ANN tools in research appear to achieve the 80% performance rate level or better.  

Nonetheless, further analysis still seems warranted. 

Table 5-1. 

ANN Type Category Performance Within the Analyzed Studies 

Count of Success   

ANNs by Type Partially Fully Totals 

ANN Type Count Percent Count Percent Count Percent 

Diagnostic 7 13% 47 87% 54 73% 

Prognostic 5 25% 15 75% 20 27% 
Grand Total 12 16% 62 84% 74 100% 
Note: Categorized as Diagnostic or Prognostic study.  Partially: <80% predictive power; 

Fully: ≥80% predictive power. 

 

Taking another perspective, when all of the studies are examined by their reported 

predictive power (for Sens-Spec dual measures an average is taken as a way to aggregate to a 

single measure) the degree of success seems to be even stronger.  The mean predictive power 

across all 74 studies (89.33%) is shown at the end of the Actual Predictive Power by Study table 

in Appendix L.  Thus, regardless of level of success, the studies showed an average of an almost 

90% predictive power, a more convincing measure than those previously discussed.  Analyzing 
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the results by the measurement tool used, as shown in Table 5-2, indicates that a high 

performance appears across that dimension as well.  Within those studies classified as Fully 

successful, an average predictive power of 91.72% was achieved. 

Table 5-2 

Average Predictive Power by Performance Measures 

Average of Successful 

Predictive Power 
Measurement 

Fully 
(≥80%) 

Partially 
(<80%) 

AUROC 91.37% 74.40% 

Prediction % 92.82% 76.58% 

Sens-Spec 90.51% 83.75%a 

Spearman 84.00% — 

Mean 91.72% 74.03% 
Note: Average predictive power found in the 74 studies examined, 

categorized into Fully (80% or higher) or Partially (under 80%) 

successful. 
a
This discrepancy in predictive power scoring is due to Study IE 

#172, as noted earlier under the “Unanticipated Data Findings from 

the Reviewed Studies” section, specifically referencing Footnote 8. 

 

Hence, with an overall predictive power of roughly 90%, and for those ANNs deemed 

Fully successful, a predictive power exceeding 90%, the answer to RQ1 is that these results 

strongly suggest that ANNs performed effectively as a high-precision tool in research studies.  

And for those in the Partially successful category there was still a predictive power well above 

what could only be attributed to chance, as indicated by the mean predictive powers noted in 

Table 5-2  (the lowest being 74.4%).  Of additional significance is that no cases among the entire 

sample were determined to be unsuccessful (that is, none had a predictive power of less than 

60%).  This latter observation may be due to publication bias or the peer-review process. 

Since some of the studies selected for this review included comparisons between 

predictive approaches (e.g., ANNs versus Logistic Regression), it might be expected that, 

whether or not the ANN tool was the best performer, there could have been actual failures of 
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ANN tools (that is, achieving less than 60% predictive power) in some of those comparative 

studies.  However, none of the 21 studies that undertook comparisons with alternative 

methodologies reported an ANN success rate below 60%, and 16 of the 21 (76%) reported the 

ANN tool as Fully successful, as shown in Table 5-3. 

Table 5-3. 

ANN-specific Performance Measures in Comparative  

Analysis Studies 

    Comparison 
Studies Success 

 ANN Tool Fully Partial Total 
MLPBPNN 11 3 14 

MatLab 3 1 4 

SPSS 1 — 1 

WEKA 1 — 1 

EasyNN — 1 1 

Total 16 5 21 

 
76% 24% 100% 

Note: ANN-specific performance measures in studies that undertook 

comparative analysis between ANN-based methodologies and others 

(alternate machine-learning systems, statistical analyses, or humans).  Full: 

≥80% predictive power; Partial: <80% predictive power. 
 

Further, of the 21 comparison studies, only two presented cases where the ANN did not perform 

at least as well as the alternative(s), as seen in Table 5-4, and in both of those studies, the ANN 

was determined to be Fully successful.  Thus, in 19 of the 21 studies (about 90.5%), the ANN 

tool equaled or exceeded the alternative.  This was true even for studies where the ANN’s 

predictive power was at the Partial level.



www.manaraa.com

Running head: ANN EFFICACY IN HEALTHCARE – A SYSTEMATIC REVIEW 85  85 

 

Table 5-4. 

Relative ANN-tool Success in Comparative Studies 

Comparison 
Studies Success 

 ANN Performance Full Partial Total 

Better 12 2 14 
Equal 2 3 5 
Worse 2 — 2 

Total 16 5 21 
Note: Relative success of ANN tools in studies that undertook 

comparative analysis between ANN-based methodologies and 

others (alternate machine-learning systems, statistical analyses, 

or humans).  Full: ≥80% predictive power; Partial: <80% 

predictive power 

 

It can therefore be concluded that ANN success is quite strongly supported within the evidence 

collected for this review. 

Evaluation regarding research question #2 (RQ2). 

The second RQ in this study highlights contributing aspects of both successes and 

failures of ANN tools in research studies: 

Of those ANN studies analyzed, under what conditions and/or what applications have 

they tended to perform with greater effectiveness (and, conversely, where have they not 

done so)? 

As was clear from the analysis provided for RQ1 above, there was an absence of ANN tool 

failures (with failure defined as not performing better than a predictive power of 60%, that is, a 

little better than random).  First, we examine the study type and its influence on ANN 

performance, followed by other attributes captured during the data-gathering process. 

Using the study type classification as a subgrouping (Table 5-1), it was found that while 

most of the studies examined (54 of 74, or 73%) were of a diagnostic type, a substantial number 
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(20, or 27%) were prognostic.  To determine if these ANN type subsamples were connected in 

some way that relates to performance, a chi-square (χ2) independence of categorical values test 

(Burns & Burns, 2012, pp. 334-340) was employed. The null hypothesis in this test is that the 

categorical variables of study type (diagnostic/prognostic) and success (full/partial) are 

independent.  The χ
2
 test for independence calculation shown in a contingency table (Table 5-5) 

indicates that these results are not significant at the p<0.05 level, suggesting that these variables 

cannot be shown to be dependent (we cannot reject the null hypothesis), limiting our ability to 

ascertain if either study type indicates a stronger fitness for ANN performance.  While diagnostic 

studies seem to perform better at the Fully successful level percentage-wise, there is insufficient 

evidence to establish that as a significant relationship.  This may be due, at least in part, to the 

small sample size for prognostic studies. 

Table 5-5. 

Chi-square Contingency Table for Performance/Type 

Independence 

 

Note: Contingency table illustrating a chi-square (χ
2
) 

calculation to determine the independence of the performance 

measures from the ANN study type. 

 

Table 5-6 shows the full complement of ANN tools employed within the 74 reviewed 

studies, and the frequency with which each was used across the entire study group, revealing a 

  Diag Prog Total 

Partial 
(Exp) 

[Chi2] 

7 
(8.76) 
[0.35] 

5 
(3.24) 
[0.95] 

12 

Full 
(Exp) 

[Chi2] 

47 
(45.24) 

[0.95] 

15 
(16.76) 

[0.18] 

62 

 
54 20 74 

χ2 = 1.5564 
  p = 0.212193 [cannot reject at 
p<0.05]    
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high concentration of studies that used just a few of the ANN tools listed.  MLPBPNNs 

dominated with 41 (55%), which, as was noted at the outset, is of concern since that is a generic 

category for unspecified tools (albeit, those that simply met the MLPBPNN design criteria).  

Within that category, 34 of the 41 studies (about 83%) achieved Full success level, which is 

nearly identical to the performance across the entire collection (62 of the 74 studies, or about 

84%).  The next five tools listed (MatLab, StatSoft, SPSS, Neurosol, and WEKA) represent an 

additional 26 uses, about 36% of the studies.  Within those 26 studies, 92% performed at a Full 

success level, almost 10% higher than the full dataset; only two (one each for MatLab and 

Neurosol) fell into the Partial category, representing only about 8% of these cases. 

Table 5-6. 

 

ANN Application Software (Tools) Used in the Clinical Study Sample 

 

Count by ANN Tool Success   

Tool Name Partial Full Total Percent 

MLPBPNN 7 34 41 55% 

MatLab 1 15 16 22% 

StatSoft  — 4 4 5% 

SPSS  — 2 2 3% 

Neurosol 1 1 2 3% 

WEKA  — 2 2 3% 

C++  — 1 1 1% 

Math Works  — 1 1 1% 

EasyNN 1  — 1 1% 

CU-ANN  — 1 1 1% 

Neurointell  — 1 1 1% 

ANNESS 1  — 1 1% 

neUROn++ 1  — 1 1% 

Grand Total 12 62 74 100% 
Note: Includes categorization of that performance measure into Partial or Full 

success. Partial: <80% predictive power; Full: ≥80% predictive power. 
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The difference in performance between the MLPBPNN group (83% Full success) and this 

second group of five (92% Full success) warrants additional examination to see if any patterns 

emerge. 

Within that group of five tools, the numbers for all but the MatLab tool are quite small, 

so it would likely be difficult to generalize those findings (noting that the sample sizes were too 

small to attempt any meaningful statistical analysis such as the χ
2
 test done earlier).  Indeed, 

Neurosol by itself was used in only two studies, and one of those was a Partial success.  The 

other three tools achieved a Full success level in all cases.  Of the 16 MatLab studies in this 

group, all but one were a Full success, suggesting some potential for that tool, but again, that 

sample is too small to allow for generalization.  Thus, while the uniquely identified tools 

performed well, further research is required to determine if that success is of significance to 

ANN tool usage generally. 

Next, we evaluated the clinical applications specified in the studies under review.  As 

noted earlier, the study set represents a broad variety of clinical applications (see Appendix K).  

However, 24 of those studies relate to some form of cancer, the largest subgroup identified, 

which may warrant further examination of this dataset sub-classification.  These cancer-related 

applications are presented in Table 5-7 and graphically in Figure 6.
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Table 5-7. 

Performance of Cancer-related Clinical Applications 

 

Clinical Application Performance  

Cancer Subset Success   

Study Application Partial Fully Total Percent 

Breast Cancer 1 10 11 14.86% 

Metastatic Cancer 1 2 3 4.05% 

Lung Cancer 1 1 2 2.70% 

Liver Cancer — 2 2 2.70% 

Brain Cancer — 2 2 2.70% 

Basal Cell Carcinoma — 1 1 1.35% 

Oral Cancer — 1 1 1.35% 

Colorectal Cancer — 1 1 1.35% 

Esophageal Cancer — 1 1 1.35% 

ALL OTHERS 9 41 50 67.57% 

Grand Total 12 62 74 100.00% 
Note: Clinical applications relating to some form of cancer, with their levels of success, 

with all other clinical applications grouped into one category (ALL OTHERS).  Partial: 

<80% predictive power; Full: ≥80% predictive power. 

 

 

Breast Cancer 
15% 

Metastatic Cancer 
4% 

Lung Cancer 
3% 

Liver Cancer 
3% 

Brain Cancer 
3% 

Basal Cell Carcinoma 
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1% 
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1% 
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1% 

ALL OTHERS 
68% 

Figure 6: Clinical applications relating to cancer within the reviewed studies, 

indicating their frequency of occurrence within the study set. 
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As can be seen in Table 5-7 and Figure 6, the cancer studies as a group represent almost 

one third of the full study dataset. Because this is such a large portion of the dataset, 

investigating the predictive power for this group differs from that of the entire sample (again 

noting that these individual sample sizes are too small for detailed statistical analysis).  Review 

of this data shows that 21 of the 24 cancer studies achieved a Full level of success, yielding a rate 

of 87.5%, slightly better than the 84% success rate of the entire dataset (as indicated earlier in 

Table 5-1).  Within this cancer-related sub-group, however, 21 of these studies (91.3%) were at 

the Full success level, and only two (8.7%) were at the Partial level (Table 5-8). 

Table 5-8. 

Performance of Cancer-related Diagnostic Clinical Applications 

 

Diagnostic Clinical Applications % of 

Cancer Subset Success All  

Application Full Partial Total Studies 

Breast Cancer 10 — 10 13.51% 

Brain Cancer 2 — 2 2.70% 

Metastatic Cancer 2 — 2 2.70% 

Liver Cancer 2 — 2 2.70% 

Melanoma 1 1 2 2.70% 

Lung Cancer 1 1 2 2.70% 

Basal Cell Carcinoma 1 — 1 1.35% 

Colorectal Cancer 1 — 1 1.35% 

Oral Cancer 1 — 1 1.35% 

Total 21 2 23 31.06% 

 
91.3% 8.7% 100.0% 

 Note: Clinical applications identified as relating to some form of cancer, but limited to only 

those determined to have a diagnostic focus, and listed by their descending level of success.  

Full: ≥80% predictive power; Partial: <80% predictive power 

 

With a Fully successful rate 7.3 percentage points higher than the full dataset, these 

diagnostic cancer studies seem to represent a particularly strong category for ANN success.  

Thus, further research focused on diagnostic cancer studies and ANN performance would seem 

to be of value.  What is more, almost half the studies in this diagnostic cancer group are specific 
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to breast cancer, and all of those were Fully successful.  Here, too, the sample size (only 10) is 

too small to support in-depth statistical review, but the data at least suggests the need for 

additional, highly-focused research into diagnostic breast cancer studies. 

Finally, the last remaining step in the RQ2 analysis was to identify which algorithms and 

which hybrid processes proved to be better performers.  Only a small minority of the studies 

provided sufficient detail about the ANN tools to allow identification of the neural network 

algorithm or hybrid processes used (16 and 8 cases, respectively, as shown in Table 5-9 and 

Table 5-10). Since these features were identified in so few cases, little can be done to determine 

whether the algorithm selected, or any hybrid process, was effective in augmenting the 

performance of the ANN tools in these studies.  Nor is there sufficient data to establish that 

further detailed research in those areas is warranted (other than to highlight the need in future 

research to identify the measures used). 

Table 5-9. 

Algorithms Used in Reviewed Studies. 

 

Algorithm 
Usage Success 

 Algorithm Partial Full Total 

Leven-Marq — 5 5 

GD — 2 2 

Adapt Prop 2 — 2 

Genetic — 2 2 

CG — 2 2 

Markov Chain — 1 1 

Langevin — 1 1 

Bayesian — 1 1 

Total 2 14 16 

Percentage of All Studies: 22% 
 

Note: Algorithms identified in the studies reviewed, including their 

level of success.  Partial: <80% predictive power; Full: ≥80% 

predictive power. 
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Table 5-10. 

Hybrid Processes Applied in Reviewed Studies. 

Hybrid 
Processes Success 

 Hybrid Used Partial Full Total 

ICA — 2 2 

LZ — 1 1 

MPANN — 1 1 

PSO — 2 2 

Wavelet — 1 1 

ELM — 1 1 

Expert 1 
 

1 

Total 1 8 9 

Percentage of All Studies: 12% 
 

Note: Hybrid processes identified in the studies reviewed, 

including their level of success.  Partial: <80% predictive power; 

Full: ≥80% predictive power. 

  

Unanticipated Data Findings from the Reviewed Studies  

As discussed in Chapter 2, the measure of ANN effectiveness was generally left to the 

domain of the research study author(s), and if the peer-reviewed study identified the outcome as 

one that had a predictive (i.e., effective) impact, then that was to be accepted for purposes of this 

analysis.  Still, that leaves open varying gradations of effectiveness among the studies.  As posed 

in Chapter 4, it was noted that there was no apparent, meaningful way to differentiate relatively 

close predictive rates (e.g., 88.5% versus 84.3%).  Moreover, after the studies were examined 

and the data collected, the analysis did not help to definitively clarify that issue.  However, a 

preponderance of the studies (62 of the 74 studies reviewed, or roughly 84%) noted a 

performance measure (hereafter referred to as the predictive power) that was at least 80%.  

Hence, it was determined that this study would use a threshold of 80% as a delimiter to 

differentiate “Fully” successful studies (predictive power of 80% or higher) and “Partially” 
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successful studies (predictive power exceeding 60% but not reaching the 80% threshold).
7
  Of 

note, many of the studies analyzed for this review used a similar conceptual, if not explicitly 

stated, threshold to determine if ANN performed effectively.  Thus, using this classification 

allowed for the differential performance analysis presented later in this chapter. 

Still in the context of performance, another aspect came to light when examining the 

various predictive power measurement methods encountered, which are presented in Table 5-11.  

Only four measurement methods were used across all 74 studies, and two of those constituted the 

great majority (89%), Prediction Percent and AUROC.  However, the third measure on the list – 

Sens-Spec (Sensitivity-Specificity) – is a dual scored measure, which creates a problem when 

doing comparisons.  The first measure (Sensitivity, or true positive rate) represents the 

percentage of the ANN’s positive outcomes that were for actually positive cases, while the other 

(Specificity, or true negative rate) represents the percent of ANN negative outcomes that were 

ultimately determined to be negative.

                                                      
7
 Note that those studies reporting predictive power below 60% were not considered to 

have achieved a performance that significantly exceeded random (50%), and, fortunately, no 

such studies were encountered (which we suspect was due to the peer-review process and/or 

publication bias). 
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Table 5-11. 

 

Number of Occurrences of Each ANN Performance Measure Found 

 

Performance Success % of 

Measure Partially Fully Total Total 

Prediction % 6 30 36 49% 

AUROC 5 24 29 39% 

Sens-Spec 1           7                  8  11% 

Spearman           —  1                 1  1% 

Total        12            62                 74  100% 
Note: Includes categorization of that performance measure into Fully or Partially 

successful. (Partially: <80% predictive power; Fully: ≥80% predictive power). 

 

As a way to deal with these two measures for the purpose of categorization (that is, Fully or 

Partially successful), each measure was evaluated independently.  Thus, it was decided that when 

either of the Sens-Spec values fell below the 80% threshold then that measure was considered 

Partially successful.  Only eight cases used a Sens-Spec measurement (about 11% of the 

aggregate) and each was evaluated using this conservative approach.
8
 

The remaining method, a Spearman’s rho (or Spearman’s Rank Order Correlation), was 

encountered only once.  In that study, the ANN achieved an overall Spearman’s rho (rs) of 0.84 

(p<0.0001, n=100), which would suggest this result has a very large effect size at the 0.05 level 

of significance (Burns & Burns, 2012, p. 358). The challenge this particular study presents, 

however, is that the comparison used was to that of a panel of expert clinicians and not to the 

actual outcome of the patient’s true diagnosis.  Therefore, the outcome measure for this study 

                                                      
8
 Note that seven of the eight Sens-Spec measures met the 80% threshold and were, 

therefore, classified as Fully successful, while the one Partial was due to one of the two measures 

being below 80% (reference Study ID #172 in Appendix I). 
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can only be as strong as a skilled human interpreter, which may reduce its value as a 

performance measure.  For the purpose of the current paper, given that this particular study 

achieved a performance level at least as effective as a human expert, and that its predictive 

power exceeded the 80% threshold, the study was categorized as Fully successful. 

Another challenge to the analysis was identified when examining the ANN tools 

(software) that were used (Table 5-6, shown earlier).  Over half (55%) of the studies did not 

explicitly specify the software application, even though in most cases the tool description 

strongly suggested that of a generic Multilayer Perceptron Back-propagation Neural Network 

(MLPBPNN), as described in Appendix B.  Of note, the MLPBPNN designation indicates only 

that a common ANN design was applied to that particular study, while in reality it could have 

been any of the other tools listed in Table 5-6, or even a tool that is not on that list.  Therefore, 

the MLPBPNN category was created to represent the non-specific “tool” that fit MLPBPNN 

design parameters, which resulted in 13 tool categories shown in Table 5-6. 

Thus, for over half of the studies reviewed, the lack of specificity made it difficult to determine 

comparative performance measures. 

Finally, among the 74 studies reviewed, researchers examined a broad set of diseases or 

maladies (Appendix K), what we refer to in this paper as the ANN’s clinical application. A total 

of 54 unique applications were identified, with Breast Cancer being the most common (11 of the 

54, or about 20%); only eight others were represented more than once. While the breadth of 

applications may seem to support the broad use of ANN tools in clinical research, this finding 

makes it more difficult to undertake a comparative examination to determine which 

application(s) performed better.  The evidence was spread too thin to provide direct support for 
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any particular clinical application’s use of ANNs in practice.  A particular review in the trade 

literature identified three global problems with the use, in general, of AI tools in practice.   

Discussion 

This brings us to the full assessment and synthesis of the systematic review process and 

to a determination of the answers to the two research questions.  In the case of RQ1, it seems 

clear from the data that ANN tools are generally effective and perform well across a spectrum of 

clinical applications.  Across the 74 studies reviewed, 84% attained a Fully successful level with 

an average predictive power of 91.5% (or, looked at from a different perspective, an average 

error rate of 8.5%).  As noted in Chapter 3, the diagnostic error rate in clinical medicine is 

approximately 15% (Berner & Graber, 2008, p. S3).  Thus, for the Fully successful ANN tools 

identified in this review, their average error rate was about half that of the observed error rate in 

diagnostic clinical medicine.  This suggests that these results can be used in support of the 

proposition that ANNs can function as high-precision tools across a wide variety of clinical 

applications as a means to augment human diagnostic and prognostic assessment. 

Regarding the more complex question, RQ2, attempting to determine where ANNs 

performed better or worse was somewhat problematic, in part due to the broad spectrum of their 

use within the study set.  While this study initially identified 364 studies, the conservative 

criteria for inclusion reduced that number to 74, and when these were evaluated across the 

dimensions of study type, ANN tool, application, and even ANN performance measure, there 

was not sufficient data to determine any clear relationships.  This was particularly an issue for 

those measures that were not well described in the studies (e.g., in studies that did not indicate 

specific ANN algorithm or hybrid application selections).  Thus, one could suggest that the scope 

of the present ANN study was somewhat undermined by the broad success of ANN usage in 
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clinical research, as it is difficult to assess performance across a very wide and diverse range of 

applications, and even more difficult when key data were not included in the analyzed studies. 

Nonetheless, the data yielded some strong suggestions that certain opportunities exist for 

legitimate exploration of ANNs, such as their use in diagnostic cancer studies, most specifically 

in the case of breast cancer diagnosis.  The analysis further seemed to suggest that ANN 

performance may be stronger in diagnostic rather than prognostic applications, and that specific 

software tools that were used most frequently also had a high success rate, but that there were 

insufficient cases to test such assertions.  Thus, although this study could not resolve several 

questions to the optimal level of detail, the results clearly suggest opportunities for future 

targeted reviews. 

Chapter 6 – Implications for Clinical Practice and Healthcare Management 

Having shared the findings of this review, and provided some discussion of the detail as 

well as the limitations of those findings, we now turn back to the topic of greatest interest to 

clinicians and healthcare managers – the implications of these findings to practitioners. 

Implications of the Research Question Findings 

The purpose of this systematic review was to examine ANN classification tools applied 

to diagnostic and prognostic assessments in the research literature and to determine the potential 

for their use in clinical practice.  The objective was to determine “what works” from a practice 

perspective – specifically, were the ANN tools demonstrated to be effective (RQ #1), and where 

was their performance better or worse (RQ #2).  While ANN tool use within the research 

literature suggests that they are successful, there is a dearth of evidence regarding their 

application or their efficacy in clinical practice (Chapter 2).  The findings of this review, as noted 

in the RQ #1 discussion (Chapter 5) strongly suggest that ANNs are, indeed, effective tools, 
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while the RQ #2 discussion (also in Chapter 5) provides evidence as to which clinical 

applications might be better initial candidates for practice (specifically, diagnostic breast cancer 

assessments).  Overall, given the findings herein, the evidence seems to give solid support to the 

use of ANN tools by clinical practitioners in diagnostic and prognostic assessments. 

Lack of Clinician Familiarity with ANN Tools and Concepts 

However, what does this mean to the practitioner and clinical managers, and what does 

their lack of familiarity with the topic of ANN research (as noted in Chapters 1 and 2) suggest is 

needed?  Several peers with whom I have engaged in primary healthcare-related studies have 

corroborated the lack of ANN tools in practice.  As well, in three presentations of studies for 

which I have been a co-investigator (Belliveau, Axt, & Seetharama, 2015; Belliveau, 

Seetharama, & Axt, 2015a; Belliveau, Seetharama, & Axt, 2015b), I did not have a single 

encounter with anyone who had knowledge of ANN use in practice.  Further, none of those 

presentations yielded contacts with any clinicians who had experience with or who had 

employed ANN technology, and most were completely unfamiliar with the concept of ANNs 

generally.  Thus, it is an uphill climb not only to educate clinicians and managers about the 

capabilities of ANN tools, but also to engender their trust in its application, especially in a field 

as sensitive to error as healthcare.  This hearkens back to the discussion of barriers to change in 

Chapter 2. 

First, as discussed in Chapter 1, a generally accepted reason for the limited use of ANN 

technology in practice has to do with the “black box” assertion from which ANN 

implementations suffer.  Since an ANN develops its network through an iterative learning 

process not readily apparent to its user, and with each training dataset often being unique to that 

study, the ANN’s learning mechanism is not transparent even if it is later determined, through 
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outcome evidence, to be effective.  Indeed, the ANN algorithm’s iterative calculations are 

exceedingly difficult to visualize because unlike, for example, an analog thermometer, the 

manner by which the results are arrived remain unknown to the user (Gant et al., 2001, p. 345).  

Thus, while the ANN process can be generally described, it differs from a formulaic algorithm 

such as that used for logistic regression.  There is no method to determine a clear-cut path of 

logistic reasoning that would make sense in the ANN model.  Therefore, the ANN appears to 

observers as a “black box” which inexplicably arrives at its learned conclusions, making it seem 

to these observers as untrustworthy for scientific use, especially where human lives are 

concerned.  A great many of the ANN studies cited in this systematic review addressed this 

concern as part of their methodology discussion; that is, that the “black box” issue was of 

concern to those who employed ANNs in their work, even though ANNs’ efficacy within the 

individual studies had been demonstrated. 

Piloting Approach and Practice Development Center 

In order to address this lack of familiarity and trust it would be valuable for pilot 

implementations to be engaged by willing clinical practices.  Given the performance metrics 

noted in this review, we expect to be engaging other clinicians in ANN piloting, particularly 

those for whom this study has suggested good potential for success.  This would include those 

physician practices involved in diagnostic breast cancer screening, as that specific practice model 

performed particularly well within the present review (Chapter 5).  That would begin to address 

this resistance to change, noted back in Chapter 2, in the manner suggested by Lewin (1947) in 

terms of systemic change through providing evidence of success.  In addition, it is expected that 

such piloting activity, when brought before the medical community through published reports 

and presentations, would begin to alter the teleological resistance and concern that practitioners 
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have expressed about this technology (sociocultural acceptance through common usage – 

Burnes, 2004; Van de Ven & Poole, 1995).  Bringing clinicians directly into the pilot allows for 

the integration of social, psychological, and organizational implications of practice change as 

part of the implementation process, identifying and resolving issues such as workflow 

considerations under controlled (that is, pilot) conditions. 

As was also discussed in Chapter 2, ANN technologies are disruptive innovations, and as 

Christenson’s (1997) work suggests, a separate organizational pilot model presents the best 

means of practice development and, ultimately, acceptance.  This requires managerial agreement 

and investment in this technology in order to transform it from a theoretical proposition to an 

evidence-based practice model.  Indeed, as a follow-on to this dissertation, a co-investigator on a 

previous study and I are working to establish a center of rehabilitative medical practice design at 

our current workplace, Hospital for Special Care (HSC).  This center is expected to engage 

informatics professionals, seasoned research statisticians, and HSC clinical staff in order to build 

specific practice models that employ ANN tools in the manner shown by the DRAWN model 

described in Chapter 3.  We have already petitioned HSC, which has a significant population of 

patients with rehabilitative needs, to assist and support us in that effort, and we have also 

engaged a local university statistics professor and several hospital-affiliated physicians.  This 

center’s mission would be for these skilled individuals, working as a team, to obtain and/or 

develop ANN tools based upon historical clinical datasets and, most significantly, to pilot those 

tools within the physician’s clinical practice at the institution.  So far, at this early stage, the 

proposal has been well received by all of the HSC executives involved, and they are currently 

investigating funding options for us.  In the longer term it is hoped that this will eventually 

become a center of excellence for ANNs in clinical use, demonstrating piloted applications the 
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DRAWN model’s use in rehabilitation, and eventually in other clinical arenas beyond that 

practice (such as diagnostic cancer screening). 

Existing Research Demonstrating Practitioner ANN-use Success 

Next, several of the studies analyzed for this paper demonstrated the applicability of 

ANNs to practice.  One study in particular (Olsson, Ohlsson, Ohlin, Dzaferagic, Nilsson, 

Sandkull, & Edenbrandt, 2006) employed an ANN (MLPBPNN) in evaluating specific signals 

registered by a 12-lead electrocardiogram (ECG) to assess acute coronary syndromes in urgent 

and emergent care settings.  This study used two highly experienced cardiologists to represent 

the “gold standard” of diagnostic assessment, and compared their performance to that of the 

trained ANN and to the assessments of physician interns who had less than one-year of clinical 

experience.  The study’s purpose, as the authors stated, “…was twofold, to develop an automated 

tool for the analysis of ECG…[and] secondly, to assess how the tool could influence the 

interpretation of ECGs by physicians [i.e., interns]” (Olsson et al., 2006, pp. 151-152).  The 

performance statistics provided in the study were very telling (Olsson et al., 2006, pp. 151-154):  

The ANN performance reached a 98% overall prediction rate, with 95% sensitivity and 88% 

specificity, and with a good correlation to the experienced cardiologists’ assessments.  The 

interns, however, on average reached a 68% sensitivity and a 92% specificity performance, 

misclassifying a fair number of the diseased patient cases.  A corollary part of the study, giving 

the interns access to the ANN as part of their assessment, improved their sensitivity to 93% (a 

37% increase
9
) with only a small decrease of their specificity to 87%

10
 (very close to that of the 

experienced cardiologists).  This provides a clear demonstration of the ANN’s direct application 

                                                      
9
 From a sensitivity of 68% increased by 37% to 93% (0.68 * 1.37 ≈ 0.93) 

10
 From a specificity of 98% decreased by 5% down to 87% (0.98 / 1.05 ≈ 0.87) 
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within practice to improve a clinicians’ overall performance in diagnostic classification.  Thus, 

the Olsson study provides one established evidentiary use case for clinicians and managers 

unfamiliar or ill at ease with ANN tools. 

Post-study Implications for ANNs in Practice 

The present study gives both the evidence necessary to support ANN performance and 

application as well as a requisite model for practice.  The ANN clinical decision-making process 

integration is modelled on the DRAWN model (enhanced “Data Refinery” originally developed 

by Gant et al., 2001) as described in Chapter 3 and illustrated in Figures 3 and 3a.  How that 

model can be integrated into practice is the topic of the next discussion, adopting the “new way 

of thinking” posited by Reio (2009). 

ANN Application Delivery 

As noted in Chapter 3, for several of the most common research software applications 

used, the developed ANN can be employed through a run-time application (the network exported 

through distributable software that can take the required inputs and produce the ANN’s output 

within an application window, much like a calculator).  Thus, the development effort for many 

diagnostic or prognostic ANNs has already been accomplished because researchers, such as 

those identified within this paper’s systematic review studies, built and proved them as part of 

their study.   This limits the cost of using that particular ANN to whatever those researcher(s) 

determine as amenable to their own research practice.  The ANN could be delivered as a licensed 

package that can be imported and applied by a run-time version of the software under which it 

was developed, noting that run-time versions of software are usually available at a minimal cost 

as compared to the full development application.  This approach is very similar to those 

employed by mobile app vendors.  Thus, the distribution of ANN technology from research to 
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practice can follow an established model that has been applied to commonly used technological 

applications (e.g., the mobile phone or desktop app). 

Implementing the DRAWN Model 

Under the DRAWN model as described in Chapter 3, the ANN can be understood as a 

consultative agent to the diagnostic or prognostic assessment process, off-setting the influence of 

human bias mediators (such as attempts at satisficing and sensemaking, or a heuristic thinking 

process). The decision-making bias is counterbalanced by the evidenced-based outcome 

provided by the ANN, as described in the clinical decision logic chain presented in Chapter 3 

(and Appendix E).  The ANN component of this model can be implemented through several 

different approaches, each progressively more tightly tied to an associated clinical system: 

1. As a stand-alone application where the clinician inputs parameters resulting in an 

output decision from the ANN. 

2. As an integrated application to an Electronic Medical Record (EMR) system that 

sources its inputs from the EMR directly upon request of the clinician. 

3. As an embedded EMR application that triggers the ANN network to “fire” at a pre-

determined time based on the clinical workflow. 

The advantage of the first option (stand-alone application) is that it requires the least 

amount of integration and thus has the greatest flexibility.  Using this approach, the clinician 

would intentionally invoke the preset ANN at his or her own discretion, and would be prompted 

for (and manually enter) the necessary ANN parameters from the case being examined (the case 

of interest).  The ANN would produce a particular result, a categorical selection, and display that 

to the clinician for review.  Since there is only minimal clinician involvement, and presumably 

no patient-identifiable information required (which would require a HIPAA-compliant interface), 
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this tool can be employed alongside an existing EMR system or as a stand-alone tool in a clinical 

practice.  Indeed, such an application need not be co-resident with the clinician.  It can be 

developed as a client-based system (requiring clinicians to load software on PCs or mobile 

devices) or as a Web application. 

The major flaw in this approach is its introduction of human entry error into the process.  

A typographical or transposition error can alter the ANN outcome greatly, with no mechanism to 

provide the clinician with any related warning – the ANN simply responds using the values 

presented.  The only way to mitigate such entry errors is to build some logic into the data entry 

tool that validates that entry, where possible – for example, ANN parameters that have a standard 

range of values can have their entry limited to that range.  Yet that is still an imperfect solution 

since, for example, the entered value may be appropriate for certain cases (adult patients) while 

highly inappropriate, and indeed, potentially fatal, in others (pediatric patients). 

The next option (integrated application to an EMR system) would be similar in 

presentation to the first, however, the parameters would, if available, be pre-populated with case-

specific content from the EMR system itself.  This would require building an interface to the 

EMR to extract the necessary data fields.  In similar clinical applications this has been 

configured as an Application Program Interface (API) or, especially in the healthcare setting, a 

Health-Level 7 (Application Level) interface, and the same would be expected here.  Typically, 

these would be “pull” applications – that is, they would draw (pull) information from the source 

system (EMR) but not return data back, as that would require a more complex level of 

interaction between the run-time ANN and the EMR.  The ANN application would still be under 

the control of the clinician (e.g., the clinician would click on an activation button to trigger the 
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ANN) though it could also be automatically triggered by other clinical events, depending on how 

the workflow were designed at the time of implementation. 

This may somewhat mitigate the entry error issue noted in the first option as EMR 

applications often self-audit discrete values.  For example, valid test value ranges are typically 

used to validate or audit test results within the EMR, such as for common laboratory tests.  On a 

more complex level, data analytics have been implemented in some more robust EMR systems 

that interactively flag unexpected results or outcomes, such as suggesting a diabetes diagnosis 

outcome when their A1C value is 5.1, well within normal range, which would predispose the 

ANN inputs to auditing and validation before being brought into use.  The Clinical Document 

Improvement (CDI) Engage application from M*Modal (2017) is one such EMR real-time 

auditing add-on. 

The third option (an embedded EMR application) is the most complex to implement, but 

renders the ANN as fully integrated within the EMR platform and thus potentially invisible to 

the clinician, except when it presents the outcome for the case of interest.  Not only would the 

source data be auto-populated into the run-time ANN, but the results would be fed back into the 

EMR and retained as part of the clinical record.  While this may be an optimal solution, its 

adoption is much more problematic.  In essence, the clinician’s control point (deciding if and 

when to employ the ANN) would be overridden by the EMR’s workflow, and (as suggested in 

the literature) this is not likely to be well received by medical professionals.  Indeed, the intent of 

the DRAWN model is to ensure that the clinician retains decision-making control.  It does not 

force them into a less holistic decision based solely upon the ANN’s historical data from its 

training cases (which might not fully represent the context for this particular patient case).  Still, 
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the workflow could still require a final, authoritative, decision by the human clinician, even in 

this case. 

Regardless of the implementation methodology, the DRAWN model can have a broad 

reach, since run-time ANN tools typically require only that the application be made available to 

its user.  The run-time ANN tool is easily adapted to Web technologies so that the ANN itself 

does not need to be co-resident with its user or with any associated EMR application.  Thus, a 

hospital or clinic in any part of the globe can access this technology on a mobile phone with little 

more than a link to the Internet.  This is a clinical consultant model that has only been dreamed 

of previously; one that does not require human involvement beyond the requesting clinician, yet 

that provides evidence-based consultation while maintaining the human clinician as the final 

decision maker. 

The Evidence in Support of ANN Value to Practice 

As questioned in Chapter 3, why invest in ANN technology if, at best, it does nothing 

more than replicate the knowledge, expertise, and experience of highly-skilled clinicians?  First, 

the ANN is evidence-based, so it is not subject to bias as humans are; second, there may be 

information hidden in the patient’s data that the clinician was unaware of, and that influenced the 

ultimate decision (e.g., some unrecognized relationship between the outcome and an input 

measure).  Within the DRAWN model, the ANN functions as an “outsider” (Bazerman & 

Moore, 2013), providing a perspective that may be different from the clinician’s point of view.  

As such, one can view the ANN as an error-detection aide applied to clinical decisions.  As with 

any quality improvement approach, there is an expected performance gain due to the ANN 

assessment’s influence, hence overall patient outcomes should improve as well. 

DRAWN Practice Implications 
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However, the benefits derived by ANNs, as suggested here, go beyond clinical 

performance measures.  As discussed in Chapter 1, there are financial implications of incorrect 

diagnostic or prognostic assessment, such as an increase in the number of healthcare services 

required as well as their associated costs, both direct and indirect.  The risk-avoidance benefit, as 

evidenced by the ANN performance vis-à-vis the interns in the study by Olsson et al. (2006) 

referenced above, in preventing diagnostic misclassification, a performance improvement of 37% 

in those cases where disease was actually present.  Those misclassifications would undoubtedly 

have incurred follow-up patient visits for urgent or emergent care as patients’ conditions 

worsened or were exacerbated by lack of medical attention, thereby inflating the cost of care well 

beyond what it would have been had the correct diagnosis made at the outset.  Consider the 

following chest-pain scenario: 

A patient was discharged from the Emergency Department (ED) to home, whereupon the 

cardiac symptoms that prompted the ED visit initially had returned.   The relapse might require 

an EMS call, an additional ED assessment, and further laboratory and cardiac tests, as well as the 

time and attention of a number of clinicians (interns, nurses, ED operational staff, ancillary staff 

[laboratory, radiology, and cardiology], and administrative staff).  All of this extra activity, much 

of it replicative, inflates the overall healthcare cost for that patient beyond the initial visit.   

While a cost analysis for such a scenario was not found in the literature (likely due to 

great cost variability based on service/practice), it is reasonable to suggest that in the absence of 

ANN applications, significantly higher direct costs are likely in healthcare delivery systems.  As 

noted in Chapters 2 and 3, the literature on quality assessments of clinical practice corroborates 

this scenario quite well.  This, of course, does not include the legal and reputational risks 

associated with a missed diagnosis.  Thus, as noted in Chapter 3, if the DRAWN model 
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implementation can be shown to reduce risk, loss, and error, and improve patient outcomes, 

while not incurring excessive costs (as measured by the above benefit), then it is certainly a 

justifiable enhancement to clinical practice.  Indeed, based on the opportunities described earlier 

in this chapter, were the DRAWN model to be employed, its use should result in more successful 

outcomes, and ANNs may well become ubiquitous to clinical practice, not unlike the 

technological device we call a stethoscope.  Like ANN technology, the stethoscope, invented by 

René Laennec in 1819, was first resisted by many practitioners, but it was ultimately adopted as 

an essential tool of practice (Reiser, 1978, p. 29; Simmons, 2002, p. 65). 

Limitations 

Several limitations of this study present opportunities for future research.  First, the 

number of studies that provided sufficient detail to address the required RQ responses was far 

smaller than originally anticipated.  Reports of clinical research studies involving ANNs or other 

technology tools should provide a more robust description and specific detail as to both the 

software and the technical design of the tool so that future systematic reviews can extract this 

detail for analyses.  If the management-scholar-practitioner community is expected to convert 

research findings (such as those gained in a systematic review like the present study) into 

practice, then the inclusion of technology details will be essential.  Moreover, with the 

application of new technologies to practice at the forefront of that review effort, the motivation 

for the academic press to support inclusion of such critical detail has clearly been established by 

this work. 

This review also restricted analysis to clinical studies that used ANN tools as primary to 

the research.  The ANN is one of several such technology-based tools that can be applied to 

clinical care, with the literature including such applications as various Decision Tree systems, 
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Support Vector Machines, Random Forest Analysis, and k-Nearest Neighbor tools (all of which 

are, like ANNs, machine-learning systems).  There are opportunities for the exploration of 

performance for many of those technological tools, whether in comparison to traditional 

approaches, or directly, as was done in this review. 

Finally, the lack of scholarly literature on the means to manage the financial implications 

of new innovative and disruptive technologies in healthcare is challenging.  It is difficult to 

provide the reader with some direct measure of economic viability when employing such 

software technologies, like AI applications, in healthcare practice.  As was noted in Chapter 1, a 

return-on-investment analysis is simply not practical within the healthcare industry when the 

service the technology provides is not a direct diagnostic/prognostic tool (such as an MRI) that is 

subject to a service or procedure charge.  Within healthcare, the use of a technology like an ANN 

is not typically identified as a revenue-generating (i.e., billable) activity that is processed as units 

of service applied against revenue generated; rather, it is implemented as a tool for error 

avoidance and risk mitigation, both of which are part of overhead expense and as such are more 

difficult to quantify in terms of return on investment.   Thus, from the perspective of this review, 

it was problematic to determine a method to quantify the value of the ANN technology and thus 

to justify, on a purely economic basis, its implementation for diagnostic and prognostic support 

of clinical practice. Perhaps, given a different cost/revenue structure than is currently used in the 

U.S. healthcare system, that analysis might be made more clear and direct.  In the meantime, this 

study affirms that ANN technology is valuable to practice when clinical outcomes can be 

measurably improved, even if that value is not directly expressed in economic terms.  Suffice it 

to say, in clinical practice it is difficult to place a monetary value on “the patient lived.” 

The Healthcare Manager’s Point of View 
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There is also further managerial consideration requiring analysis during implementation 

of the DRAWN model.  As noted in Chapter 3, providing the ANN outcome to the clinician has 

some workflow timing considerations: 

1) ANN outcomes presented too early can become satisficers. 

2) ANN outcomes presented too late can cause a confirmation bias response. 

3) The ANN outcome, therefore, must be treated like a Gladwell (2002) “tipping point” 

to the clinical decision, and its precise timing and delivery could itself influence the 

performance. 

Thus, certainly more research on that tipping point is needed, as discussed in Chapter 5, in order 

for the ANN outcome presentation to be adjusted to meet the clinical workflow and the practice 

circumstances.  This is a topic that the healthcare manager is likely best suited to evaluate on an 

individual practice basis, at least until further study is done and those results are made available. 

Future Research Considerations 

Additional research considerations, expanding from Chapter 5, include greater 

understanding of the clinical applications that lend themselves to ANN use and implementation.  

This review identified breast cancer diagnostic assessment as one possibility, but those results 

were not strong due to the limited number of relevant studies available within this review.  

However, one of the ANN systematic reviews mentioned as a model for this study was done on a 

similarly focused topic (Lisboa & Taktak, 2006).  In their conclusions they found evidence in the 

literature to support ANN’s role in cancer diagnosis, with the caveat, however, that more work 

was needed to validate the reviewed studies’ findings using more traditional statistical 

approaches.  This was a major design motivator for the DRAWN model, to maintain the clinician 

as the key decision maker when using automated systems like ANNs.  We recognized that, 
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unlike physicians, ANNs are typically unable to contextualize findings, and that limitation would 

suggest the research would benefit not only from comparisons to traditional statistics (as this 

review had done) but in expanding larger scale application through piloting programs as a means 

to further evidence ANNs’ validity and their flaws, as noted earlier.  Thus, we look at the future 

of research into ANN use in healthcare as, minimally, a two-pronged approach – requiring a 

more stringent analysis of findings within the research body of evidence, and piloting usage 

under practical conditions to evaluate real-world outcomes. 

And future considerations for research should also include non-ANN machine-learning 

tools, again as brought forth in Chapter 5.  Just as there should be a two-pronged research 

approach for ANN tools, there are other Bayesian machine-learning systems that have been 

applied in the research literature that beg for similar analyses as presented here for ANNs.  

Indeed, within this study decision tool comparisons were noted but we did not evaluate the ANN 

alternatives themselves, only the relation of their performance against that of the ANN tool, and 

noting only whether the ANN fared better, worse, or equal to that competitor.  Gleaning those 

comparative studies from the present data might give some insight into what other tools might be 

candidates for similar evaluation. 

DRAWN Implications beyond Healthcare 

Finally, although we have examined ANN application strictly within the healthcare 

industry, ANNs have been employed in a wide array of industries.  It is instructive to ANN use 

and adoption to examine problems encountered in those alternative industries and to determine 

the applicability of those problems to healthcare use.  A recent online article was published that 

seemed to illustrate the problems of implementing AI in general.  Vincent (2016) claimed that 

there were three inhibitors to AI implementation – the need for extensive and available data for 
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learning, the ability for AI systems to multitask (with contextualization), and to uncover the 

learning process to identify limits.  It is this last point that seems to have touched upon a shared 

issue in healthcare – the “black box” problem mentioned earlier.  The article highlighted a case 

where an imaging system built to replicate an eye was given many images of rooms, with 

bedrooms specifically identified, to train it on what a bedroom looked like.  It was then asked to 

identify what was covering the windows in the next (test) image.  The computer responded 

correctly (curtains) but under the covers of the software’s process they found that once the 

computer found a bed in the room then “curtains” was the only, and obvious, answer.  It turned 

out that all of the bedroom images it was shown in training had window curtains, so finding the 

bed in the test case was all it needed to know.  While that is logical given what the computer was 

shown, it is certainly not the exclusive possibility in the real world – yet, to the computer, the 

“real” world only extends as far as its training data takes it. 

In a healthcare setting this could relate to an ANN’s diagnostic suggestion of cancer if, 

given that all the training cases shown to the system for female patients in their 40s happened to 

have a confirmed cancer diagnosis, that particular case was for a female patient in her 40s.  

While that example may seem extreme, it, or a more complex version of it, is certainly within the 

realm of possibility.  That also brings in to play Vincent’s (2016) other two problems – the 

availability of data (where were the healthy females who were in their 40s?) and the 

contextualization (the flawed logic of “Roses are red, the flower I have is red, hence it is a 

rose.”).  These all strongly point to having a complex, multitasking, contextualizing analytical 

machine as an arbiter to the AI system’s decision – that is, it must pass the evaluative ability of a 

skilled human before action is taken.  This seems to confirm the DRAWN model design, that the 

final decision is that of the human clinician and not simply accepting the ANN’s outcome. 
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The Future of AI Use in Healthcare 

While it appears that the research literature is still relatively young regarding actual 

analysis of the practical (non-research) use of AI tools in healthcare, and of ANNs specifically, 

there is a wide range of evidence supporting interest in those tools for future healthcare 

applications.  A simple Google search of the expression “future of artificial intelligence in 

healthcare” has revealed over 1.5 million hits (last done on 9/15/2017), and the trade press 

content seems quite extensive.  Mesko, a physician blogger (The Medical Futurist), interestingly 

suggested that AI is the stethoscope of the 21
st
 century (Mesko, 2017), noting similar arguments 

to those posed within this paper.
11

  However, one business blogger (Weeks, n.d.) attributes the 

lack of AI use across all industries as related to the commensurate lack of meaningful access to 

all forms of data analytics – he posits that we are not trained to engage these tools in practice.  A 

CNBC report (Choudhury, 2017) noted that AI can be a game-changer for practice, but getting 

clinicians onboard is certainly a tricky proposition, again, noting many of the same types of 

challenges to adoption examined here in this paper. 

It is suggested, therefore, that the interest (e.g., the “buzz”) is certainly great for ANNs 

and other AI technologies to be incorporated into practice, and that the desire for such 

technologies appears strong as a means to improve human practice outcomes.  Like the initial 

case for the stethoscope, resistance to adoption seems fairly strong, if the non-academic literature 

is to be believed, and yet there is in those writings a conviction that its eventual adoption seems 

inevitable, at least in some form.  It is within this latter sphere that this paper can give a measure 

of guidance – piloting ANN tools using a DRAWN model of implementation might be one of the 

                                                      
11

 This article was discovered only after my argument was developed and written, although his was 

published online on July 10, 2017 (parallel, yet independent, models). 
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means of demonstrating effectiveness and value to the industry.  What is certainly clear, 

however, is that some inherent changes to practice involving AI seem almost assured – less a 

case of if but one of how.  The research presented here, it is hoped, will provide the mechanism, 

as well as the spark, needed to move that forward, and to give the practitioner an evidenced-

based review to support practice change through AI tool integration. 

Conclusions and the Future of Healthcare Practice 

The examination of ANN performance through the two RQs has provided the “what 

works” answer, both in the overall sense (RQ #1) as well as, to some lesser degree, where it 

works best (RQ #2).  This paper includes a rationale for changes to practice using the DRAWN 

model proposed, and identifies the capabilities that such an implementation could bring to bear 

upon clinical practice.  Given the performance of ANNs and humans independently, the model 

suggests that appropriately combining the two within a workflow process will be productive 

from a quality perspective, and, as a consequence of that, very likely from a financial perspective 

as well.  Given the model as proposed, this still leaves the human clinician at the center of the 

decision; this acknowledges that the scope and depth of a human brain is still well beyond the 

reach of ANN technology, at least for the foreseeable future. 

Finally, in the context of the AOM topics selected for this study (Chapter 1), the 

following were addressed in this review as noted: 

1) Healthcare Management – Use of ANNs in diagnostic and prognostic assessment has 

been demonstrated to improve the performance of healthcare workers and 

organizations through better quality of care and improved patient outcomes, with 

associated implications for better management of healthcare organizations. 
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2) Technology and Innovation Management – As a disruptive innovation to clinical 

practice, the ANN is a technology whose development, implementation, and use in 

technically-oriented activities (diagnostic and prognostic assessment) can be 

integrated into the organization and its practice. 

So what could the future of healthcare look like with widespread adoption of ANN 

technologies through the DRAWN model implementation?  Beyond simply providing individual 

ANNs to practitioners, it is possible that libraries of these tools can be managed, offered (through 

subscription), and updated by follow-on research.  As noted earlier, Web applications could be 

either made available as stand-alone products or integrated with EMR systems whose vendors 

engage the ANN library through a standardized interface.  And as the use of EMRs expands, so 

would the availability of this ANN clinical consultant, assisting providers in remote locations 

around the globe as well as those in poor rural and urban venues that lack the kinds of resources 

for clinical consultancy that our government’s own healthcare payer, CMS, is demanding. 

Future research as suggested here can bear great fruit for future generations of clinical 

managers in enhancing and expanding advanced clinical practice around the nation, and the 

world, making both better places for it. 
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Appendix A 

An Overview of ANNs 

Introduction 

 To begin, it must be acknowledged that this overview is intended to give the reader a 

general understanding of artificial neural network technology and its application, and not a 

detailed review of the theoretical and mathematical underpinnings of that technology.  Our 

approach would be akin to a driver’s understanding of an automobile – being able to effectively 

employ and maneuver it while not having a fully detailed understanding of the components of 

the power train or how the internal combustion engine at its core actually functions.  It is 

understood that this may not appeal to the technologists in the reading audience, much as Garson 

(1998) had noted in his discussion of obstacles to ANN acceptance (quoting Professor Andrew 

Hunter, Dean of Science, Technology, and Engineering at University of Lincoln, UK): 

It is accepted that it may never be possible to completely understand how such a machine 

actually operates….From a viewpoint of a classically-trained scientist, building things 

without understanding them is almost tantamount to heresy. (Garson, 1998, p. 16) 

Yet, given the limits posed by the complexity of the technology, we address this issue in as 

transparent a manner as would be possible without subjecting the reader to a full academic 

course on the technology, given that such transparency is tenet of systematic review (Briner, 

Denyer, & Rousseau, 2009, p. 23; Gough, 2007, p. 224; Harden & Gough, 2012, p. 157; Stewart 

& Oliver, 2012, p. 240).  However, for those who wish to pursue further information regarding 

ANN function at a higher level of detail, you are referred to Müller et al.’s 1995 text, Neural 

Networks: An Introduction, on the physics of neural networks (Müller, Reinhardt, & Strickland, 

1995). 
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Given that expressed limitation, we next endeavor to review the ANN, first structurally, 

then theoretically (from an application perspective), and finally, from a productivity point of 

view (how can they be actually employed to the benefit of the social scientist or manager). 

ANN Structure 

The model of an artificial neural network is essentially the biological one – the neurons 

that constitute the central nervous systems present in all higher-order life forms on Earth.  The 

biological neuron is schematically pictured below (Figure D-1), with the major components – the 

cell body (or Soma), the dendrites (and related collaterals), and the axon – all labeled for clarity: 

 
 

 

 

 

What is crucial to observe is the direction of “information” flow, from the dendrites through the 

cell body, and on to the axon, as that is the pathway the transmission takes through the cell (and 

Figure D-1. A schematic representation of the biological neuron (Basheer & Hajmeer, 

2000, p. 4, Figure 1a).  Copyright 2000 by the Journal of Microbiological Methods. 
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is represented by the “Signal” arrow at center).  In a typical network the ends of the axon 

filaments terminate at, or extremely close 

to, the dendrites of other neurons, at a 

connection point called a synapse 

(Caudill & Butler, 1990, p. 14; Müller, 

Reinhart, & Strickland, 1995, pp. 3-7), 

creating a continuous web-like structure 

(see Figure D-2). 

The ‘decision-maker’ of the neuron is 

within the cell body, where the dendrite 

inputs are collected and, if the input is 

strong enough, the neuron will push its 

signal down the axon in order to incite 

the next neuron (or neurons) in sequence (Caudill & Butler, 1990, pp. 14-15; Garson, 1998, pp. 

23-24; Müller, Reinhart, & Strickland, 1995, pp. 4-6).  One can image chains of these neural 

connections providing communication pathways along which information is carried, but that 

does not explain how the neural network learns.  For this we turn to a more simplistic model – 

the artificial neuron. 

We provide an analogous schematic representation (Figure D-3) to the neuron in Figure 

D-1, understanding that the components, while similar to a biological neuron, function somewhat 

differently.  In Figure D-3 we indicate a series of input elements labeled Xk (equivalent to the 

“synapses”), pathways from those inputs to the body labeled wik (“dendrites”), the decision-

making body itself (“soma”) – the combination of the Summarization (Σ) and Activation (ᵠ) 

Figure D-2. A schematic representation of a 

biological neural network (Basheer & Hajmeer, 

2000, p. 5, Figure 2).  Copyright 2000 by the 

Journal of Microbiological Methods. 
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functions – and the pathway Vi  for the output signal to travel (“axon”) to the output Yi.  Thus, all 

the same components are there, but they function not by chemical interaction (like a synapse) or 

an electron-pump (the cell body) – rather they are simple digital models of these components 

which apply a decision rule to enforce what will happen when inputs are applied on the left, and 

whose action(s) determine what, if any, output is provided on the right. 

 

 

 

Both the biological and artificial neurons have an Activation Function (what takes place 

in the body of a biological neuron) that determines whether or not the neuron should send an 

output (whether to fire at all in the case of the biological unit, or to pass along a summed value in 

artificial neurons).  It can be noted that the inputs can be either “excitatory” (have a positive 

influence) or “inhibitory” (a negative influence) on whether the neuron is to pass the information 

along by firing, and it is the sum of those effects that influences the actual decision (hence the Σ 

function).  In the biological version the chemical reactions at the synapse dictate whether the 

input is excitatory or inhibitory, but for the artificial neuron the process is different.  It is the “w” 

factors, representing “weights” to be applied to the inputs, that provide that differentiating ability 

– the weights representing a value by which the input is adjusted (multiplied) in order to adjust 

each particular input’s strength (positive or negative, relating to excitatory or inhibitory).  What 

Figure D-3: Schematic Artificial Neuron (Ghavami, 2012, p. 41, 

Figure 12).  Copyright 2012 by the University of Washington. 
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is also true of the artificial neuron is that adjusting those weights is the mechanism by which a 

neuron “learns” – the weight adjustment, by influencing the Activation Function, alters the 

neuron’s firing mechanism, hence its output. 

This artificial neuron, as originally envisioned by McCulloch and Pitts in 1943 

(Lancashire, Lemetre, & Ball, 2009, p. 316), came to be called a perceptron, as was noted in 

Chapter 1 of this paper, and represents the most simple core component of the ANN.  The 

current perceptron model, based on a design by Rosenblatt in 1958 (Dybowski & Gant, 2001, pp. 

2; Lan, 2005, p. 17; Stergiou & Siganos, 1997, Appendix A) generally has more than one input 

but only one output.  Hence, only a simplistic level of decision-making can be enacted.  

However, when perceptrons are networked together in parallel (each input is applied to all of the 

perceptrons simultaneously) then decisions can be distributed across them.  What is more, the 

ANN model prescribes not one “layer” of perceptrons, but at least three – an input layer, one or 

more so-called “hidden” layer(s), and an output layer.  Thus, the network builds as noted in the 

schematic shown as Figure D-4: 

 
 

 

 

 

 

Figure D-4: Architecture of a typical multi-

layered perceptron artificial neural network 

(Lancashire et al., 2009, p. 317, Figure 1). 

Copyright 2009 by Briefings in Bioinfomatics. 
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The input layer interacts with the external environment to receive the input data as a vector of 

independent variables, each represented as a node.  This information is passed through the first 

hidden layer, and multiplied (thus modified) by a set of associated weights.  These products are 

summed and fed through a non-linear transfer function (e.g., sigmoid or hyperbolic tangent) 

which scales the inputs and then produces an output, similar to the axon of the neuron. 

More succinctly, the inputs fed into the network are scaled based on the applied weights, 

resulting in an output that is summarized across all those weighted inputs.  Conceptually this is 

not unlike an algorithmic formula wherein assigned variables are applied to produce an output 

measure.  However, algorithms do not typically have variable “weights” that can be altered based 

on a goal (called “training”), which makes the ANN a significantly different application. 

Given that one can see the network infrastructure based on the descriptions above, the 

next component to address is how those weights get adjusted (that goal-oriented training just 

mentioned).  While there are a large number of algorithms available for applying such 

adjustments (as Grajczyk, 2008, p. 10, states, “For every type of ANN there are several learning 

algorithms”), the key is that these adjustments are not simply applied but are learned.  The 

mechanism used for ANN learning is described by the Widrow-Hoff Learning Rule, which Abdi, 

Valentin, and Edelman (1999, p. 9) summarize as, “…when you make a mistake, pay less 

attention to the input cells that told you to make this mistake, and pay more attention to the input 

cells that told you not to make this mistake."  These ‘attention’ adjustments are effectively the 

weights applied to the inputs – change them and they change the effect the input has on the next 

perceptron and, hence, on the network output. 

By far the most common learning (weight-adjustment) algorithm in use by ANNs is 

called back-propagation (Garson, 1998, p. 33; Stergiou & Siganos, 1997, Appendix A), or as 
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Caudill and Butler (1990) suggest, “…backward error propagation learning” (p. 183).  As Garson 

describes it, back-propagation, “…modifies input weights on the basis of error signals arising 

from the output layer” (1998, p. 42).  That is, much as we humans learn by examining what we 

did wrong, and then make behavioral adjustments, the ANN, given a known set of Inputs and 

Outputs (a gold standard from which to learn), makes adjustments to its weights based on the 

variance (error) from the Output that the ANN projected given those Inputs.  Hence, this is why 

Caudill and Butler explicitly refer to back-propagation as a learning algorithm and not a network 

design (1990, p. 184). 

Validation and Testing 

One additional issue to examine is how the ANN’s output is validated.  The ANN 

network is configured from the data used the learning algorithm specified, and based on its 

output’s success (as compared with the known gold standard which it was evaluated against 

during the learning process), it achieves some predictive measure that represents how well it 

learned.  One such predictive measure is a performance rate, which indicates, as a percentage, 

how many of the training cases did its outcome match (that is, how many cases did it classify 

correctly).  Its correctness can be easily determined in the context of the training set (the data 

used to train the network), but that does not address how well the network would perform across 

the full population – e.g., how generalizable he network is.  For that one must apply a different 

set of data from the training set to see if the outcomes of the network are reasonably close to 

those it was trained with.  If the training set was highly representative of the full population, then 

the likelihood that it will be generalizable is fairly strong.  However, if the training set were not 

representative of the population then the network is considered to be overfitted (Bartosch-Härlid 

et al., 2008; Lancashire et al., 2009). 
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This process is often referred to a ANN validation, and it is typically accomplished by 

either holding back a segment of the training data (that is, the training data is a randomly selected 

portion of all of the data gathered, while the remainder of that dataset becomes the validation 

set), or separate data is collected and examined post-training.  Sometimes there is a third set 

created specifically for testing – after training and after validation, a third collection of data is 

examined to determine the network’s true performance.  Usually, however, there are only two 

runs used – testing and validation (sometimes testing and validation are used interchangeably). 

Additional Resources 

Thus, ANNs present us with a tool based on very recent technologies that allow us to 

give “voice” to large databases (data sets) given the specific constraints of output (which, in 

healthcare, we call “outcome”) and a large collection of inputs (the wide array of clinical detail 

that can be associated with the clinical outcome selected).  However, for those interested in 

pursuing further information on the technologies and algorithms employed by ANN tools, the 

following readings, presented in alphabetical order, are suggested (noting that while these are all 

of 1990s vintage, that timeframe coincides with the beginning of current ANN development and 

application, hence their context is still meaningful): 

 Abdi, H., Valentin, D., & Edelman, B. (1999). Neural networks. Thousand Oaks, CA: 

SAGE Publications, Inc. 

 Bigus, J. P. (1996). Data mining with neural networks.  New York, NY: McGraw-Hill 

 Caudill, M., & Butler C. (1990). Naturally intelligent systems. Cambridge, MA: 

Massachusetts Institute of Technology. 

 Garson, G. D. (1998). Neural networks: An introductory guide for social scientists. 

Thousand Oaks, CA: Sage Publications Ltd. 
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The Value of ANNs to Healthcare Research 

Next is an examination of why ANNs are used in research, and how prominent they are 

in recent healthcare studies.  In order to answer the first part it should be recognized that ANNs 

are, by definition, evidence-based – they are machine-learning systems which derive their logic 

solely from the data presented to them.  As Rousseau (2006, p. 258) pointed out, evidence-based 

clinical care as a way of life in healthcare is of relatively recent vintage, with its greatest growth 

occurring after 1990.  And while the key elemental building block of ANNs, the perceptron, was 

first suggested by McCulloch and Pitts back in 1943 (Caudill & Butler, 1990, p.163; Lancashire 

et al., 2009, p. 316), it was not until the 1990s that digital computing power became cheap and 

fast enough to warrant the development of ANN applications (Garson, 1998, p. 16).  Next, the 

evidence for their increased use is provided graphically in Appendix D, which shows two 

independently derived graphs of ANN-based research publications and clinical trial usage during 

the 1990s (Gant, Rodway, & Wyatt, 2001) and early 2000s  (Lisboa & Taktak, 2006). 

These charts clearly indicate an upward trend during their respective timeframes, and it is 

suggested here that this is not coincidental to the expansion of evidence-based medicine.  Indeed, 

Barends, ten Have, and Huisman (2012) indicated the shift in medicine to evidence-based 

approaches has been causing a change in emphasis in the kinds of research questions being dealt 

with in the literature.  They posited that background questions, about general knowledge of the 

biomedical aspects of a disease or disorder, were no longer the primary focus of research, while 

foreground questions, those which are about specific knowledge that can be used in clinical 

decision-making about the treatment of a patient, were gaining favor (Barends, ten Have, & 

Huisman, 2012, p. 33).  It is exactly those foreground evidence-based questions for which ANNs 

are most suitably designed. 
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Thus we have not only new technology being employed in the realm of medical research, 

but one that is doing so based principally on clinical evidence.  As Grajczyk (2008) suggested in 

a paper from a seminar on decision support systems, an ANN helps to solve complex problems 

through learning (p. 10).  Unlike expert systems (those which are rule-based, employing a set of 

human-expert derived instructions in a pre-defined process to solve a problem), the ANN 

examines the only the data presented, without direct human intervention.  Using methodologies 

such as supervised learning through backpropagation (the most common methodological 

variety), the network iteratively derives the relationships between these data, called Inputs, and 

their outcomes, or Outputs (Caudill & Butler, 1990, pp. 183-184).  Lancashire et al. (2008, p. 

318) further posit that once ANNs are trained in this way, they present a real-world solution to a 

given problem by their ability to predict future cases or trends based on the data from which they 

were created.  It is here that ANN-based analysis is differentiated from other technology-based 

decision-automation systems, and how their generalist capabilities are similar to the neural 

networks of biological systems.  Indeed, Lancashire et al. (2009, p. 316) contend that, “ANNs 

are inspired by the way in which the human brain learns and processes information…to 

generalise and predict well for future cases.”  

Another aspect of ANN technology is its ability to parse vastly large databases for 

difficult to recognize relationships.  The first part of that requires the provision of large-scale 

database-driven applications that have a strong degree of standardization for coding and content.  

This very process has already begun within the healthcare industry, and is in no small part due to 

the implementation by the U.S. Government of the Health Information Technology for Economic 

and Clinical Health (HITECH) Act, a part of the American Reinvestment and Recovery Act of 

2009 (2009), or ARRA.  This Act provided substantial stimulus funding towards advancing 
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electronic health record (EHR) technology implementations (Litwin, 2011, p. 864), enabling the 

foundation for large and relatively standardized databases.  The realization of this becomes clear 

when one examines that, according to the National Institutes of Health (NIH) online public 

health reports (Burke, 2010, p. 141) the U.S. Congress allocated over $49 billion in federal 

spending in support of EHR implementation.  Thus, the seeds may have already been sown for 

an emerging evidentiary data source from which ANN applications can ultimately pool analyses. 
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Appendix B 

The PRISMA Statement 

Section/topic  # Checklist item  
Reported 
on page # 

TITLE  

Title  1 Identify the report as a systematic review, meta-analysis, or both.  1 

ABSTRACT  

Structured summary  2 Provide a structured summary including, as applicable: background; objectives; data sources; study 
eligibility criteria, participants, and interventions; study appraisal and synthesis methods; results; 
limitations; conclusions and implications of key findings; systematic review registration number.  

6 

INTRODUCTION  

Rationale  3 Describe the rationale for the review in the context of what is already known.  10 

Objectives  4 Provide an explicit statement of questions being addressed with reference to participants, 
interventions, comparisons, outcomes, and study design (PICOS).  

24 

METHODS  

Protocol and 
registration  

5 Indicate if a review protocol exists, if and where it can be accessed (e.g., Web address), and, if 
available, provide registration information including registration number.  

n/a 

Eligibility criteria  6 Specify study characteristics (e.g., PICOS, length of follow-up) and report characteristics (e.g., years 

considered, language, publication status) used as criteria for eligibility, giving rationale.  

63 

Information sources  7 Describe all information sources (e.g., databases with dates of coverage, contact with study authors 
to identify additional studies) in the search and date last searched.  

64 

Search  8 Present full electronic search strategy for at least one database, including any limits used, such that it 
could be repeated.  

65 

Study selection  9 State the process for selecting studies (i.e., screening, eligibility, included in systematic review, and, 

if applicable, included in the meta-analysis).  

67 

Data collection 
process  

10 Describe method of data extraction from reports (e.g., piloted forms, independently, in duplicate) and 
any processes for obtaining and confirming data from investigators.  

74 
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Section/topic  # Checklist item  
Reported on 

page # 

Data items  11 List and define all variables for which data were sought (e.g., PICOS, funding sources) and any 
assumptions and simplifications made.  

75 

Risk of bias in 
individual studies  

12 Describe methods used for assessing risk of bias of individual studies (including specification of 
whether this was done at the study or outcome level), and how this information is to be used in any 
data synthesis.  

70 

Summary measures  13 State the principal summary measures (e.g., risk ratio, difference in means).  73 

Synthesis of results  14 Describe the methods of handling data and combining results of studies, if done, including measures 
of consistency (e.g., I

2
) for each meta-analysis.  

80 

Risk of bias across 
studies  

15 Specify any assessment of risk of bias that may affect the cumulative evidence (e.g., publication bias, 
selective reporting within studies).  

80, 92 

Additional analyses  16 Describe methods of additional analyses (e.g., sensitivity or subgroup analyses, meta-regression), if 

done, indicating which were pre-specified.  

84 

RESULTS  

Study selection  17 Give numbers of studies screened, assessed for eligibility, and included in the review, with reasons 
for exclusions at each stage, ideally with a flow diagram.  

74 

Study characteristics  18 For each study, present characteristics for which data were extracted (e.g., study size, PICOS, 
follow-up period) and provide the citations.  

Chapter 5 

Risk of bias within 
studies  

19 Present data on risk of bias of each study and, if available, any outcome level assessment (see item 
12).  

73 

Results of individual 
studies  

20 For all outcomes considered (benefits or harms), present, for each study: (a) simple summary data 
for each intervention group (b) effect estimates and confidence intervals, ideally with a forest plot.  

Appendix I 

Synthesis of results  21 Present results of each meta-analysis done, including confidence intervals and measures of 
consistency.  

95 

Risk of bias across 
studies  

22 Present results of any assessment of risk of bias across studies (see Item 15).  107 

Additional analysis  23 Give results of additional analyses, if done (e.g., sensitivity or subgroup analyses, meta-regression 
[see Item 16]).  

85 
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Section/topic  # Checklist item  
Reported on 

page # 

DISCUSSION  

Summary of 
evidence  

24 Summarize the main findings including the strength of evidence for each main outcome; consider 
their relevance to key groups (e.g., healthcare providers, users, and policy makers).  

80 

Limitations  25 Discuss limitations at study and outcome level (e.g., risk of bias), and at review-level (e.g., 
incomplete retrieval of identified research, reporting bias).  

107 

Conclusions  26 Provide a general interpretation of the results in the context of other evidence, and implications for 
future research.  

Chapter 6 

FUNDING  

Funding  27 Describe sources of funding for the systematic review and other support (e.g., supply of data); role of 
funders for the systematic review.  

n/a 

 
Note: Adapted from Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA Group (2009). Preferred Reporting Items for Systematic Reviews and Meta-Analyses: The PRISMA 
Statement. PLoS Med 6(6): e1000097. doi:10.1371/journal.pmed1000097.  Those showing ”n/a” under the ”Reported” column reflect that the related Section/Topic was deemed not 
relevant to this particular study. 
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Appendix C 

Predictive Tool Comparison 

 
Note: Table indicating criteria for predictive tools and comparison of the ability of three 

predictive technologies to satisfy them.  Adapted from Gant, Rodway, & Wyatt (2001, p. 

352, Table 14.3).  Copyright 2001 by Cambridge University Press.  x = No; √ = Yes; ? = 

Unknown; x√? = Unsure.
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Appendix D 

Artificial Neural Network (ANN) Application Usage in Healthcare Research Publications  

 

 
Adapted from Gant, Rodway, & Wyatt, 2001, p. 330.  Copyright 2001 by Cambridge 

University Press 
 

 
 

 
Adapted from Lisboa & Taktak, 2006, p.2090.  Copyright 2006 by Elsevier. 
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Appendix E 

 

Proposition Logic Chain 

 

Proposition Theoretical Basis Reference(s) 

1 Humans are to be flawed decision 

makers. 

Clinician decision makers apply natural human 

bias to clinical decisions. 

Croskerry, 2002; Croskerry, 2014; 

Ferreira et al., 2010; Mendel et al., 

2011 

   Biased clinical decisions result in inappropriate, 

and costly (in terms of both clinical and financial 

outcomes), patient services. 

Berner & Graber, 2008; Croskerry, 

2002; Graber, Franklin, & Gordon, 

2005; Institute of Medicine, 1999; 

Pham et al., 2012 

2 Established cognitive mechanisms 

contribute to human analytical 

limitations. 

Satisficing - reaching a good enough decision 

based on the discretionary judgment of the 

clinician, but that may truncate the complete 

analysis needed to determine the correct decision. 

Simon, 1943; Simon, 1979; Simon, 

1997 

   Sensemaking - in trying to understand an 

emerging reality in a crisis condition (such as a 

major trauma even in an ED), decision accuracy 

can be trumped by decision certainty (confidence) 

as a means to reduce external pressures and stress. 

Weick, 2005; Weick, Sutcliffe, & 

Obstfield, 2005 

   Heuristic thinking - rules of thumb applied to 

decisions, while fast-tracking the decision process, 

can cause the decision-maker to overlook critical 

stages of the process, resulting in inappropriate 

decisions. 

Kahneman, 2011; Tversky & 

Kahneman, 1974; West, Toplak, & 

Stanovich, 2008 
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Proposition Theoretical Basis Reference(s) 

3 ANNs provide evidence-based 

decision networks, given sufficient 

data and applied training, which have 

been commonly applied in research. 

A shift has been noted in the literature from 

general knowledge questions (background) to 

treatment questions (foreground) of the type that 

an ANN would be used to address. 

Barends, ten Have, & Huisman, 

2012) 

  Data collection in healthcare, as needed for ANN 

creation, has been greatly augmented by the 

implementation of EMR systems, aided by 

regulatory-driven funding. 

Litwin, 2011; Recovery.gov, 2014 

   ANNs are machine learning tools that are trained 

on collected datasets which are determined to be 

pertinent to the condition/malady being assessed 

by the clinician. 

Caudill & Butler, 1990; Garson, 

1998, Lancashire et al., 2009 

   Automated clinical decision support tools, such as 

ANN technologies, have been studied and found to 

provide both risk-aversion and error mitigation 

properties. 

Croskerry, 2002; Ferreira et al., 

2010; Jaspers et al, 2011 

4 ANNs have been almost exclusively 

engaged in research but only rarely 

applied to practice. 

Very few examples exist of ANNs’ being used to 

directly inform patient care decisions. 

Gant et al., 2001 

   Criteria for determination of how effective ANNs 

are (i.e., their predictive validity) have been 

established. 

Collopy, Adya, & Armstrong, 1994 

5 ANN use in research has shown them 

to be effective decision-making tools. 

Research study applied within the current paper.   

6 Employing ANNs as a nudge to the 

clinical decision process might prove 

effective toward improving decision 

outcome. 

The "Data Refinery" model proposed by Gant et 

al. (2001) which suggests how ANNs might be 

incorporated into the clinical decision process. 

Gant et al., 2001 
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Proposition Theoretical Basis Reference(s) 

6 (continued) When DRAWN is engaged by the clinician, the 

ANN could offset the negative effects of cognitive 

biases and heuristics by giving either a 

confirmatory or contradictory nudge. 

Thaler, 2000; Thaler & Sunstein, 

2009 

7 The cost of ANN implementation can 

be offset by the resultant reduction in 

clinical judgment error. 

Costs associated with errors in clinical decision-

making are well established. 

Institute of Medicine, 1999; Pham 

et al., 2012 

   Costs associated with technology are typically 

evaluated by risk reductions rather than increased 

revenue generation. 

Whalen, 2015 
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Appendix F 
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Appendix H 

Weight of Evidence Analysis Matrix 

 

WoE-D Accept? Count: 127, Accepted: 74 (58.27%)
Study 

ID Author/Date # Cases Validation D/P Applic SCORE ANN Study SCORE ANN Detail ANN Perf SCORE TOTAL Yes/No Comments

3 Ahmed et al., 2013 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

5 Yu et al., 2015 Yes No Yes 2 Some 1 Yes Yes 3 6 No Gene Express Programming, not ANN focused

6 Ozbay, 2009 1 No Complex Discrete Wavelet

7 Avci et al., 2014 1 No This study involves non-patient sampling - does not 

meet criteria

8 Erol et al., 2008 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

9 Salgueiro et al., 2013 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

11 Niwas et al., 2012 1 No Complex Discrete Wavelet

12 Mei-Ling et al., 2006 Yes Some Yes 2 Yes 3 Yes Some 2 7 Yes

14 Chen & Chou, 2014 Some Some Yes 2 Yes 3 Yes Yes 3 8 Yes

16 Tejera et al., 2011 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

17 Chiu et al., 2009 Some Some Yes 2 Yes 3 Some Yes 2 7 Yes

19 Aggarwal et al., 2007 Yes Some Yes 2 Yes 3 Yes Yes 3 8 Yes

20 Mert et al., 2015 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

21 Kocyigit et al., 2008 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

23 Tagluk & Sezgin, 2010 No Some Yes 1 Yes 3 Yes Yes 3 7 No Too few cases (21)

31 Olsson et al., 2006 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

33 Delavarian et al., 2012 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

35 Mariani et al., 2012 No Yes No 1 Yes 3 Yes Yes 3 7 No Non-Diagnostic (sleep cycle)

38 Yalcin et al., 2015 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

43 Diao et al., 2011 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

44 Liu et al., 2009 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

47 La Torre et al., 2010 Yes Yes Yes 3 Some 2 Yes Yes 3 8 Yes

49 Fraschini, 2011 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

52 Kara & Guven, 2007 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

53 Lweesy et al., 2011 Some Yes Yes 2 Yes 3 Some Yes 2 7 Yes

55 Kshirsagar et al., 2006 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

56 Kumar & Sahoo, 2013 Yes Yes Yes 3 Some 1 No Yes 2 6 No Focus on Rules-based support method, not ANN

62 Aydin et al, 2011 No Yes Yes 1 Some 2 Some Yes 2 5 No The study split the sample of 30 into 3 independent 

groups, thus effectively making them samples of 10

63 Penny & Smith, 2012 Yes Yes No 1 Some 2 Some Yes 2 5 No Focus on quality of life with IBS, not diag/prog

64 Huang et al, 2012 1 No Article could not be retrieved from databases

65 Rezaei-Darzi et al, 2014 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Study of population health regarding pharmaceutical vs 

diagnosis

66 Farhadian et al, 2015 Yes Yes No 1 Yes 3 Some Yes 2 6 No Focus on disease prediction, not diag/prog

70 Lux et al, 2013 Yes Some Yes 2 Some 2 Some Yes 2 6 No Insufficient ANN detail and validation info

77 Ibrahim et al, 2010 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

83 Andersson et al, 2013 Yes No Yes 1 Yes 3 Some Yes 2 6 No Insufficient ANN detail and validation info

93 Michalski et al, 2011 1 No Replication of article #94, intentionally bypassed

94 Michalski et al, 2011 Yes No Yes 1 No 1 Some No 2 4 No The ANN was used as a classifier, not outcome

95 Castillo et al, 2006 No Some Yes 1 Yes 3 Some Yes 2 6 No Insufficient cases, ANN detail, and validation info

99 Cheng et al, 2013 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

100 Tasdelen et al, 2009 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

WEIGHT OF EVIDENCE ANALYSIS WoE-A WoE-B WoE-C
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WoE-D Accept? Count: 127, Accepted: 74 (58.27%)
Study 

ID Author/Date # Cases Validation D/P Applic SCORE ANN Study SCORE ANN Detail ANN Perf SCORE TOTAL Yes/No Comments

WEIGHT OF EVIDENCE ANALYSIS WoE-A WoE-B WoE-C

103 Kaya, 2014 Yes Some Yes 2 Yes 3 Yes Yes 3 8 Yes

108 Tseng et al, 2013 Yes Yes No 1 Yes 3 Yes Yes 3 7 No Risk-factor assessment, not Diag/Prog focused

112 Somfai et a., 2014 Yes Some Yes 2 Yes 3 Yes Some 2 7 Yes Validation was done post-study, not with training

121 Rajanayagam et al, 2013 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

124 Cho et al, 2013 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Low number of sample cases available (25)

133 Gargouri et al, 2012 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

134 Waller et al, 2013 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Low number of sample cases available (29)

141 Mielens et al, 2012 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Low number of sample cases available (25)

161 Sarbaz et al, 2012 Yes Yes Yes 2 Yes 3 Yes Yes 2 7 Yes

164 Sahin et al, 2008 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

165 Bollschweiler et al, 2004 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

166 Hallner&Hasenbring, 2004 Yes Some Yes 2 Yes 3 Yes Yes 3 8 Yes

169 Song et al, 2004 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

171 Joo et al, 2004 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

172 Fernandez et al, 2005 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

173 Su et al, 2005 1 No Article could not be retrieved from databases

174 Bhatikar et al, 2005 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

175 Song et al, 2005 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

177 Rodriguez-Luna et al, 2005 No No Yes 1 Yes 2 No Yes 2 5 No Insufficient cases and no validation described

178 Kewk et al, 2005 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

179 Alkan et al, 2005 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Insufficient cases (11 patients, even tho many samples)

181 Nayak et al, 2006 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

182 Pellegrini et al, 2005 Yes Yes Yes 3 Yes 2 Some Some 2 7 Yes

184 Mofidi et al, 2006 Yes Yes Yes 3 Yes 3 Yes Yes 2 8 Yes

185 Behrman et al, 2006 Yes Yes Yes 3 Yes 3 Yes Some 2 8 Yes

186 Acton&Newberg, 2006 Yes Some Yes 1 Yes 3 Some Yes 2 6 No All data was used for both training and test - validity 

suspect

187 Limonaldi et al, 2006 Yes Yes Yes 3 Yes 3 Yes Yes 2 8 Yes

188 Amodio et al, 2006 1 1 1 3 No Replicate article (French) to #182, intentionally 

bypassed

189 Chun et al, 2007 Yes No Yes 2 Yes 3 No Yes 1 6 No ANN selected/used was not detailed in this study

190 Peng et al, 2006 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

191 Linder et al, 2008 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

197 Carrara et al, 2007 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

200 Sinha et al, 2007 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Only 20 subjects involved in the study

201 Norman et al, 2007 No Yes Yes 1 Yes 3 Some Yes 2 6 No Only 18 subjects involved in the study (although 

multiple samples were taken from each subject)

203 Serpen et al, 2008 Yes Yes Yes 1 Yes 3 Yes Yes 3 7 No The study cases were simulations, not actual study data - 

hard to assure generalization from findings

204 Lin, 2008 Yes Yes Yes 2 Yes 3 Some Yes 2 7 Yes

205 Kocyigit et al, 2008 1 1 1 3 No Replicate article to #21, intentionally bypassed

206 Petalidis et al, 2008 Yes Some Yes 2 Yes 3 Some Unsure 1 6 No The performance detail for training set was given but 

unclear on performance reported for testing

207 Robinson et al, 2008 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

212 Grewal et al, 2008 1 No Article could not be retrieved from databases

215 McLaren et al, 2009 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

216 Salomoni et al, 2009 Yes Yes Yes 2 Yes 3 Yes Yes 3 8 Yes Validation of network was limited
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WoE-D Accept? Count: 127, Accepted: 74 (58.27%)
Study 

ID Author/Date # Cases Validation D/P Applic SCORE ANN Study SCORE ANN Detail ANN Perf SCORE TOTAL Yes/No Comments

WEIGHT OF EVIDENCE ANALYSIS WoE-A WoE-B WoE-C

218 Abouzari et al, 2009 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

219 Suzuki, 2009 Yes Yes Yes 3 Yes 3 Yes Yes 1 7 No ANN application used for pixel enhancement, not 

diagnostic determination

227 Kocer & Canal, 2009 No Yes Yes 1 Yes 3 Some Yes 2 6 No Difficult to ascertain number of cases used, and ANN 

applied across multiple algorithms needed further 

detail

230 Uguz, 2012 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

231 Isik & Arslan, 2011 Yes Some Yes 2 Partial 2 Yes Some 2 6 No Applies ANN witin diagnostic process and not for direct 

diagnostic decision making

233 Hui et al, 2011 Yes Yes Yes 3 Yes 2 Yes Yes 3 8 Yes

234 Zhang et al, 2009 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

241 Park et al, 2011 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

242 Linder et al, 2011 1 No Article could not be retrieved from databases

245 Dietzel et al, 2012 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

247 Scheffer & Cloete, 2012 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

248 Wang et al, 2011 Yes Yes Yes 3 Yes 3 Yes Yes 2 8 Yes

250 Tang et al, 2011 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

254 Saftoiu et al, 2012 1 No Article could not be retrieved from databases

255 Dey et al, 2011 Yes Yes Yes 2 Yes 3 Some Yes 2 7 Yes

264 Biglarian et al, 2012 Yes Yes Yes 3 Yes 3 Some Some 2 8 Yes AUROC in Abstract not mentioned in actual study

268 Streba et al, 2012 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

272 Hoffman et al, 2013 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Only 25 subjects included in the study

273 Sachdeva et al, 2012 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

275 Halford et al, 2013 Yes Yes Yes 3 Yes 2 Some Some 1 6 No Performance analysis was across interrated scorers - too 

complex for this analysis

276 Song et al, 2013 No Yes Yes 1 Yes 3 Some Yes 2 6 No Only 7 subjects included in the study (11 samples)

277 Yang et al, 2013 No Yes Yes 1 Partial 2 Some Some 2 5 No Only 26 subjects included in the study (128 samples)

286 Ventouras et al, 2012 1 No Article could not be retrieved from databases

288 Geng et al, 2013 Yes Yes Yes 3 Partial 2 Yes Yes 3 8 Yes Examined new manometry technique applying an ANN

289 Wang et al, 2013 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

292 Agular-Pulido et al, 2013 1 No Article could not be retrieved from databases

296 Sachdeva et al, 2013 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

299 Hoffman et al, 2013a Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes Different study than #272 above (30 subjects included)

305 Rockwood et al, 2013 Yes Yes Yes 3 Yes 3 No Yes 1 7 No There was no detail presented on the ANN model's 

structure or design - resulted in low confidence

307 Hossen, 2013 Yes Yes Yes 2 Yes 3 Some Unsure 1 6 No Much of the analysis was difficult to assess due to poor 

translation of the study - not including in final review

309 Saraoglu et al, 2013 Yes Yes Yes 2 Yes 3 Some Unsure 1 6 No Non-standard measure used to assess ANN performance 

(mean relative absolute error) which could not be used 

here

311 Tan et al, 2013 Yes Yes Yes 3 Partial 1 Yes yes 2 6 No This study compares various ANN algorithm 

implementations which does not serve our analysis

316 Casti et al, 2013 1 No Article could not be retrieved from databases

319 Kuruvilla & Gunavathi, 2014 Some Yes Yes 2 Yes 3 Yes Yes 2 7 Yes Detail given for algorithm selection, but minimum on 

ANN application used (commercial, custom, other)
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WoE-D Accept? Count: 127, Accepted: 74 (58.27%)
Study 

ID Author/Date # Cases Validation D/P Applic SCORE ANN Study SCORE ANN Detail ANN Perf SCORE TOTAL Yes/No Comments

WEIGHT OF EVIDENCE ANALYSIS WoE-A WoE-B WoE-C

322 Matulewicz et al, 2014 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Only 18 subjects involved in the study (although about 

5500 MRI "voxels" [graphical samples] were examined)

323 Bevevino et al, 2014 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

326 Witt et al, 2014 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

329 Lai et al, 2014 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes

332 Pachori & Patidar, 2014 No Yes Yes 1 Yes 3 Yes Yes 3 7 No Only 5 subjects involved in the study (although each had 

100 channel EEGs examined)

337 He et al, 2014 Yes Yes Yes 3 Yes 4 Some Yes 2 9 Yes

343 Tokuda et al, 2014 Yes Some Yes 1 Yes 3 Some Yes 2 6 No Minimal description of ANN design and detail

344 Jovanovic et al, 2014 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes ERCP is an endoscopy procedure for the upper GI tract

351 Mohamed et al, 2014 Some Some Yes 1 Yes 3 Some Yes 2 6 No Insufficient cases and validation description

353 Gheonea et al, 2014 Yes Yes Yes 3 Yes 3 Yes Yes 3 9 Yes

361 Li et al, 2014 Yes Yes Yes 3 Yes 3 Some Yes 2 8 Yes
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Appendix I 

 

Research Question Analysis Matrix 

 

Count: 74

OUTCOME APPLICATION Coded from full set: 58.27%

Study 

ID#

Performance 

Measure

Performance 

Value

Classification 

Successful?

Study 

Type

Primary 

Tool

Hybridized 

with…

Algorithm 

Specified

Comparative 

Analysis

ANN 

Best Disease/Issue Application Comments

3 Prediction % 98.10% Yes Diagnostic MatLab MPANN Genetic No n/a Breast Cancer Strong manipulation of ANN parameters for 

optimization

8 Prediction % 91.60% Yes Diagnostic MLPBPNN n/a Leven-Marq Yes No Thyroid Disease Alternate methodology had somewhat greater 

success

9 Prediction % 88.38% Yes Prognostic MLPBPNN n/a n/a Yes Yes Fibromyalgia Syndrome Compared favorably to Logistic Regression across 

3 scenarios

12 AUROC 94.90% Yes Diagnostic MLPBPNN n/a n/a Yes Yes Glaucoma Compared favorably to Logistic Regression

14 AUROC 94.16% Yes Diagnostic MLPBPNN n/a CG Yes Yes Chest Auscultation Performance compared similarly to Learning 

Vector Quantization (LVQ)

16 AUROC 97.27% Yes Diagnostic SPSS LZ n/a No n/a Gestational Heart Rate Specificity not strong in Preclampsia patients

17 AUROC 88.00% Yes Prognostic StatSoft n/a n/a No n/a Skeletal Metastasis of PC

19 Prediction % 98.03% Yes Diagnostic C++ n/a n/a No n/a Exertional Heat Illness Home-grown ANN developed using C++ 

programming

20 Prediction % 99.12% Yes Diagnostic MLPBPNN ICA n/a No n/a Breast Cancer Augmentation by ICA was evaluated for overall 

performance improvement beyond machine 

learning alone (multiple)

21 Sens-Spec 98.00%/90.50% Yes Diagnostic MLPBPNN ICA n/a No n/a Epilepsy

31 AUROC 98.00% Yes Diagnostic MLPBPNN n/a Langevin No n/a Transmural Ischemia

33 Prediction % 95.50% Yes Diagnostic MLPBPNN n/a n/a No n/a ADHD MLPNN shown slightly less accurate than RBFNN

38 Prediction % 99.67% Yes Diagnostic MLPBPNN PSO n/a No n/a Epilepsy

43 Sens-Spec 100.00%/80.80% Yes Diagnostic MLPBPNN n/a n/a No n/a Breast Cancer

44 AUROC 99.00% Yes Prognostic MatLab n/a Bayesian No n/a Pneumoconiosis

47 Prediction % 64.00% Partial Diagnostic MLPBPNN n/a n/a No n/a Melanoma ANN outperformed by SVM in this study, but it 

beat k -NN

49 AUROC 91.00% Yes Diagnostic MLPBPNN Wavelet n/a No n/a Breast Cancer Focus on ROI detection rather than cancer/non-

cancer

52 Prediction % 96.77% Yes Diagnostic MatLab n/a Leven-Marq No n/a Optic Nerve Disease

53 Prediction % 92.30% Yes Diagnostic MLPBPNN n/a n/a No n/a Obstructive Sleep Apnea Diagnostic input from ECG wave forms

55 AUROC 72.50% Partial Diagnostic neUROn++ n/a n/a No n/a Hypogonadism ANN outperformed linear analyses (LR, LDFA, 

QDFA)

77 Prediction % 96.86% Yes Prognostic MLPBPNN n/a n/a No n/a Dengue Fever Risk

99 AUROC 98.10% Yes Diagnostic MLPBPNN PSO Genetic No n/a Basal Cell Carcinoma Final analysis was across ANN ensemble

100 AUROC 83.35% Yes Prognostic StatSoft n/a n/a No n/a Headaches AUROC is averaged across three periodic study 

components

103 Prediction % 96.79% Yes Diagnostic MLPBPNN ELM n/a No n/a Thyroid Disease

112 Prediction % 90.00% Yes Diagnostic MatLab n/a Markov Chain No n/a Diabetic Retinopathy Performance limited to two of four studies

121 AUROC 96.00% Yes Prognostic WEKA n/a n/a No n/a Acute Liver Failure

133 AUROC 95.00% Yes Diagnostic MLPBPNN n/a n/a Yes Yes Breast Cancer

--- RQ#1 --- --- RQ#2 ---

PERFORMANCE METHODOLOGY
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Appendix J 

 

Coding Examples 

 

Weight of Evidence Analysis - Andersson, Heijl, Bizios, and Bengtsson (2013) 
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Weight of Evidence Analysis – McLaren, Chen, Nie, & Su (2009)
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Research Question Analysis – McLaren, Chen, Nie, & Su (2009) 
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Appendix K 

Clinical Applications Tally 

Application Counts Success 
 

Study Application Partial Fully 
Grand 
Total 

Breast Cancer 1 10 11 

Metastatic Cancer 1 2 3 

Epilepsy   3 3 

Lung Cancer 1 1 2 

Brain Cancer   2 2 

Melanoma 1 1 2 

Swallowing disorder   2 2 

Liver Cancer   2 2 

Thyroid Disease   2 2 

Obstructive Sleep Apnea   1 1 

Laryngopharyngeal Reflux   1 1 

Risk of Death   1 1 

Diabetes Mellitus   1 1 

Chronic Subdural Hematoma 1   1 

Diabetic Retinopathy   1 1 

Pelvic Organ Prolapse   1 1 

Disphonia 1   1 

Interstitial Lung Disease   1 1 

Endoscopic Therapy   1 1 

Autoimmune Hemolytic Anemia   1 1 

Basal Cell Carcinoma   1 1 

Neuropathic Pain 1   1 

Esophageal Cancer   1 1 

Oral Cancer   1 1 

Exertional Heat Illness   1 1 

Post-op Nausea   1 1 

Facial Pain 1   1 

Skeletal Metastasis of PC   1 1 

Febrile Neutropenia 1   1 

Kidney Graft 1   1 

Fibromyalgia Syndrome   1 1 

Limb Fracture - Open   1 1 

Focal Liver Disease   1 1 

Chest Auscultation   1 1 

Gestational Heart Rate   1 1 
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Application Counts 
(continued) Success 

 
Study Application Partial Fully 

Grand 
Total 

Colorectal Cancer   1 1 

Glaucoma   1 1 

Obsessive-Complusive Disorder   1 1 

Headaches   1 1 

Optic Nerve Disease   1 1 

Heart Murmur   1 1 

Parkinson's Disease   1 1 

ADHD   1 1 

Pneumoconiosis   1 1 

Transmural Ischemia   1 1 

Psychosocial Risk   1 1 

Hemodialysis   1 1 

Scoliosis   1 1 

Hepatic Encephalopathy 1   1 

Dengue Fever Risk   1 1 

Hypogonadism 1   1 

Heart Valve Disease   1 1 

Acute Liver Failure   1 1 

Hemiparetic Stroke   1 1 

Grand Total 12 62 74 

 
16% 84% 
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Appendix L 

Actual Predictive Power by Study 

Study 
ID 

Performance 
Measure 

Performance 
Value Converted 

Classification 
Successful? 

3 Prediction % 98.10% 98.10% Fully 

8 Prediction % 91.60% 91.60% Fully 

9 Prediction % 88.38% 88.38% Fully 

12 AUROC 94.90% 94.90% Fully 

14 AUROC 94.16% 94.16% Fully 

16 AUROC 97.27% 97.27% Fully 

17 AUROC 88.00% 88.00% Fully 

19 Prediction % 98.03% 98.03% Fully 

20 Prediction % 99.12% 99.12% Fully 

21 Sens-Spec 98.00%/90.50% 94.25% Fully 

31 AUROC 98.00% 98.00% Fully 

33 Prediction % 95.50% 95.50% Fully 

38 Prediction % 99.67% 99.67% Fully 

43 Sens-Spec 100.00%/80.80% 90.40% Fully 

44 AUROC 99.00% 99.00% Fully 

47 Prediction % 64.00% 64.00% Partial 

49 AUROC 91.00% 91.00% Fully 

52 Prediction % 96.77% 96.77% Fully 

53 Prediction % 92.30% 92.30% Fully 

55 AUROC 72.50% 72.50% Partial 

77 Prediction % 96.86% 96.86% Fully 

99 AUROC 98.10% 98.10% Fully 

100 AUROC 83.35% 83.35% Fully 

103 Prediction % 96.79% 96.79% Fully 

112 Prediction % 90.00% 90.00% Fully 

121 AUROC 96.00% 96.00% Fully 

133 AUROC 95.00% 95.00% Fully 

161 Prediction % 92.86% 92.86% Fully 

164 Prediction % 96.00% 96.00% Fully 

165 Prediction % 93.00% 93.00% Fully 

166 Prediction % 83.10% 83.10% Fully 

169 AUROC 86.00% 86.00% Fully 

171 AUROC 95.00% 95.00% Fully 

172 Sens-Spec 75.00%/92.50% 83.75% Partial 

174 Sens-Spec 88.00%/83.00% 85.50% Fully 

178 Sens-Spec 99.20%/99.40% 99.30% Fully 

175 AUROC 85.60% 85.60% Fully 
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Study 
ID 

Performance 
Measure 

Performance 
Value Converted 

Classification 
Successful? 

  (continued)   

181 Prediction % 98.30% 98.30% Fully 

182 Spearman 84.00% 84.00% Fully 

184 Prediction % 89.75% 89.75% Fully 

185 Prediction % 69.00% 69.00% Partial 

187 Prediction % 95.00% 95.00% Fully 

190 Prediction % 83.30% 83.30% Fully 

191 Prediction % 80.00% 80.00% Fully 

197 Sens-Spec 88.00%/80.00% 84.00% Fully 

204 Prediction % 83.00% 83.00% Fully 

207 Sens-Spec 90.00%/83.00% 86.50% Fully 

215 AUROC 87.00% 87.00% Fully 

216 AUROC 94.50% 94.50% Fully 

218 AUROC 76.70% 76.70% Partial 

230 Prediction % 95.00% 95.00% Fully 

233 AUROC 73.70% 73.70% Partial 

234 Prediction % 93.30% 93.30% Fully 

241 AUROC 88.40% 88.40% Fully 

245 AUROC 88.80% 88.80% Fully 

247 Prediction % 99.40% 99.40% Fully 

248 AUROC 78.10% 78.10% Partial 

250 AUROC 71.00% 71.00% Partial 

255 Prediction % 93.75% 93.75% Fully 

264 Prediction % 78.45% 78.45% Partial 

268 Prediction % 87.12% 87.12% Fully 

273 Prediction % 90.40% 90.40% Fully 

288 AUROC 90.90% 90.90% Fully 

289 AUROC 89.10% 89.10% Fully 

296 Prediction % 85.23% 85.23% Fully 

299 AUROC 95.64% 95.64% Fully 

319 Prediction % 91.11% 91.11% Fully 

323 AUROC 80.00% 80.00% Fully 

326 AUROC 88.70% 88.70% Fully 

329 Prediction % 99.00% 99.00% Fully 

337 Prediction % 73.05% 73.05% Partial 

344 AUROC 88.40% 88.40% Fully 

353 Sens-Spec 95.09%/92.19% 93.64% Fully 

361 Prediction % 88.00% 88.00% Fully 

Mean Predictive Power: 89.33% 
  


